


Doing Research In and On the Digital

As a social space, the web provides researchers both with a tool and an environ-
ment to explore the intricacies of everyday life. As a site of mediated interactions 
and interrelationships, the ‘digital’ has evolved from being a space of informa-
tion to a space of creation, thus providing new opportunities regarding how, 
where and, why to conduct social research.
	 Doing Research In and On the Digital aims to deliver on two fronts: first, by 
detailing how researchers are devising and applying innovative research methods 
for and within the digital sphere, and, second, by discussing the ethical chal-
lenges and issues implied and encountered in such approaches.
	 In two core Parts, this collection explores:

•	 content collection: methods for harvesting digital data
•	 engaging research informants: digital participatory methods and data stories.

With contributions from a diverse range of fields such as anthropology, soci-
ology, education, healthcare and psychology, this volume will particularly appeal 
to post-graduate students and early career researchers who are navigating 
through new terrain in their digital-mediated research endeavours.
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1	 Doing research in and on the 
digital
Cristina Costa and Jenna Condie

The web, as a social space, provides researchers both with a tool and an environ-
ment to explore the intricacies of everyday life. As a site of mediated interactions 
and interrelationships, the digital world has evolved from being a space of 
information to a space of creation, thus providing new opportunities regarding 
how and where to conduct research. This emergence of the digital web as a par-
ticipatory platform provides citizens with a stage where they can play out aspects 
of their (social, professional, political, and even private) lives as a variant, com-
plement and/or extension of their social existence. Online representations of 
daily life can in this way result in rich storylines; accounts of mediated experi-
ences and events that are worth studying as a phenomenon of our contemporary 
society. In this vein, the digital world is ultimately transformed into an inter-
active memory container where participatory content becomes research data and 
digital users become research participants.
	 It should then be no surprise that digital research methods are gaining promi-
nence among researchers across different fields of inquiry. Researchers in the 
social and natural sciences, humanities and the professions alike are starting to 
employ digital tools for the collection of research data. Online surveys, for 
example, have become a mainstream practice in research while online interviews 
are increasingly more prominent given their affordances and affordability to 
reach research informants not only more easily and cheaply, but also in more 
dispersed locations. And although research on and within the digital world has 
become notoriously more abundant in the last few decades, given the opportun-
ities enabled by the web, the majority of studies on digital phenomena still opt to 
employ more conventional research approaches, thus often creating a detach-
ment from the tenets that compose the digital world as a space of knowledge 
creation and innovation.
	 Research on digital phenomena enables the development of digital research 
methods that go beyond the use of the web as a repository of data or a space 
where researchers tend to apply traditional forms of data collection. This is so 
because the emergence of the web as an alternative locus of participation and 
agency is blurring the boundaries of digital and physical spaces and, in so doing, 
it raises hard-to-answer ethical questions that steer less experienced researchers 
away from more advanced research approaches.
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	 The objective of this book is to deliver on those two fronts by presenting 
examples of and reflection on how researchers across various fields are devising 
and applying innovative research methods when researching on and within the 
digital sphere and by discussing the ethical challenges and issues implied in such 
approaches.
	 Digital methods take on many different approaches, approaches which are not 
only related to the disciplinary tradition the researcher is associated with, but 
also intimately connected with the research phenomenon he/she is about to 
explore and the questions that are asked of it. As observed by Gubrium and 
Harper (2013), digital methods have more often than not become adaptations of 
traditional forms of inquiry than they have become participatory approaches. In 
this regard, the web is still predominantly regarded as a research tool rather than 
a research environment. This is an observation which we also have found 
through our own experience and observations as researchers, supervisors of post-
graduate students and members of academic ethic committees. Just as in other 
areas of academic practice, there is an inclination to transfer to the digital world 
the practices that have marked one’s activity before the emergence of the web. 
This is a natural way of exploring the ‘new’ with the knowledge one brings to 
the field and which ultimately characterise researchers’ practices and experi-
ences. However, with the expansion of the web to multiple communities and the 
widespread use of platforms that accommodate people’s interactions and 
generate user-driven data, new possibilities for research are constantly emerging 
online as a space of unhampered social interaction.
	 Collecting research data is a core activity of empirical research, and the web 
has, in this regard, contributed immensely to the enhancement of data collection 
instruments through the technological solutions it offers, thus translating tech-
niques used prior to the advent of the web into its digital form. Thus is the 
classic case of surveys and questionnaires that can now be sent to a multitude of 
participants via a link or even interviews that can be conducted online using 
Voice over Internet Protocol (VOIP) or video solutions that are time- and cost-
effective (Costa, 2013). Although some may argue that conducting online inter-
views may present challenges when considering the lack of physical presence or 
the deficiency of human expression, the critique is less fierce when associated 
with research instruments that require the entry of participant data. Online solu-
tions to the collection of questionnaire data are rarely questioned these days, thus 
showing a smooth transition from paper to online solutions of such approaches. 
Yet, other possibilities have been opened through the developments of web and 
mobile applications that may or may not be designed with a research purpose in 
mind. This multitude of prospects can both delight and alarm researchers, given 
that such opportunities call for an experimental mind as to how research can be 
conducted within the novelty brought by the web. However, it also requires a 
robust epistemological and ontological approach, one that is followed by an 
ethical approach which more often than not challenges both the role and activity 
of the researcher, given the novelty of the experience. Even though the literature 
is not always straightforward about the potential and advantages of conducting, 
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in particular, qualitative research with the support of the digital tools and on 
digital environments, there is an increasing need to explore the alternatives pre-
sented by the web, given the social phenomena that are therein unveiled and the 
opportunities it presents for wider research opportunities in times of research 
budgetary cuts.
	 Researchers have shown that since the advent of the web, especially since its 
read and write features have become mainstream, the digital world is ripe for 
research of a wide variety of phenomena and from a wide range of disciplinary 
perspectives. No less important is the realisation that both online devices and 
environments, such as Twitter, Facebook, Blogger, Tinder or Instagram, to name 
but a few, can be used both as tools of data collection and spaces of research 
participation. These are themes this book will explore. In other words, this book 
aims to provide examples and reflections of digital methods to work on and 
within the digital.

The structure of the book
One aim in editing this collection was to document the diversity of contexts in 
which digital methods are used and in which ways the digital serves as either a 
solution for data collection and/or engagement with research participants. The 
other key aim of the book was to contribute to ethical debates with critical per-
spectives anchored in practice, as a form of informing ethic committees and 
inspiring researchers to develop contemporary forms of doing research in light 
of a digital knowledge society. The book is organised into two distinctive Parts 
to accommodate the purpose mentioned above:

Part I Data collection: methods for harvesting digital data
Part II Engaging informants: digital participatory methods and data stories

The two Parts comprise chapters that explore digital research approaches from a 
range of methodological angles while also covering a wide variety of research 
areas, such as substance misuse, education, cancer research, or photoblogging 
practices, to name but a few. The research included in this collection has been 
selected with the purpose of providing the reader with as wide an understanding 
as possible of the application of digital methods in a wide range of contexts. 
Nonetheless, it should be noted that the list of topics by no means covers every-
thing the ever-expanding digital field of inquiry includes, but rather should be 
regarded as an intellectual endeavour of conceptualising the ‘digital’ as both a 
tool and environment ripe for new research ventures. Furthermore, an objective 
of this book is to provide readers with examples that are useful across disciplines 
and which can be transferred and/or adapted to other fields of inquiry.
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The chapters
From the discipline of Psychology, Kaye, Monk and Hamlin’s contribution 
(Chapter 2) focuses on smartphone-enabled research as an alternative methodol-
ogy in psychological research that offers researchers the ability to conduct con-
textually aware and ecologically valid research in ‘real time’. The authors draw 
upon two research studies from quite different psychological fields: one study 
focuses on the assessment of alcohol consumption and related cognitions and 
behaviours, and the other focuses on digital gaming experiences. The two studies 
enable the authors to traverse a diverse range of issues, some of which are more 
pertinent to Psychology, such as acknowledging the importance of social context 
in human behaviour, but other issues can apply across fields. The authors con-
sider how technology can be used effectively in the pursuit of knowledge across 
Psychology, including the potentials, pitfalls, practicalities and technicalities of 
conducting smartphone-enabled research.
	 In Chapter 3, Naomi Barnes takes us to the field of Education as she traces 
the methodological adaptions developed during a research project that takes 
Facebook status updates as research data. Using a phenomenography approach, 
the author sets out to explore first year students’ experience at university. In so 
doing, the chapter provides an incisive discussion regarding a new approach to 
scholarship, one that relies on the digital. The chapter discusses the selection of 
phenomenography as an appropriate methodology and reflects how phenome-
nography is a valuable tool for digital research while elaborating on the onto-
logical, epistemological and ethical questions the researcher faced as part of the 
research process. As well as showing how to do phenomenography, Barnes 
points out its conceptual underpinnings to consider what phenomenography can 
do for digital forms of scholarship.
	 From an applied and clinical psychological setting, in Chapter 4, Dugdale, 
Elison-Davies, Davies, Ward, and Jones reflect on how the digital world is re-
shaping the boundaries of traditional research methods by providing access to a 
wide range of data and affording a multitude of online data collection tech-
niques. The authors go on to remind the reader that such technology-enhanced 
research methodologies, however, do not come without challenges, especially 
those regarding ethics. To illustrate their ethical considerations, the authors 
review a mixed-methods online study that investigated the use of online 
resources to support people in recovery from substance misuse as part of their 
psychosocial research. With digital research methods, the authors navigate the 
challenges of doing research with people in recovery from, or still using, sub-
stances, as admitting to substance-using behaviour can often incur legal 
implications.
	 Cathy Ure’s research in Chapter 5 explores breast cancer bloggers’ lived 
experiences of ‘survivorship’ and reflects on the ethical aspects of gaining access 
and analysing data available online. Breast cancer is a subject area that is gener-
ating significant online interest, but it is also an area of great sensitivity and sub-
jectivity. The author explores this aspect through an inductive and reflexive 
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approach to the research presented in the chapter, but not without addressing the 
ethical issues that emerged from such a research experience. Reflexive ethical 
approaches require researchers to consider and revise their role as part of the 
research process on a continuous basis. The author goes on to reflect on the chal-
lenges posed by the ‘digital’, including considerations of what ‘informed 
consent’ is and means in the digital era. She also ponders on the epistemological 
implications of undertaking a discursive analysis of blogs and how participants 
might feel about the research interpretations and findings. The chapter finishes 
with a reflection on the nature of online data regarding its open accessibility to a 
wider audience and how it should not necessarily be regarded as publicly avail-
able data for research purposes. Ure’s decision to ask bloggers for their informed 
consent resulted in her data corpus consisting of content from one blogger who 
also requested ‘proper credit’ for the use of her blogged texts in research. From 
this chapter, we can see how ethical and responsible behaviour by the researcher 
can always be observed, even if that presents complications and challenges for 
the data sample.
	 Into the realm of Digital Humanities and continuing the epistemological and 
methodological considerations around discursive approaches but on a larger 
scale, Chapter 6 explores text mining research on online platforms. Using a case 
study focused on contemporary online forms of travel writing, Tom Van Nuenen 
discusses basic heuristic steps for explorative and unsupervised computational 
text research in current online environments, which he designates as a form of 
‘corpus-assisted discourse studies’. In so doing, he examines several methods of 
gathering, preparing, sorting and analysing online data and offers suggestions for 
the vacillation between so-called ‘distant’ and ‘close’ reading strategies. He con-
cludes that digital methods allow researchers many avenues of insight, and that 
different data sortings and representations allow different epistemological 
approaches. The chapter concludes with some important reflections on the rela-
tionship between Digital Humanities and the broader Humanities and the contri-
butions that Digital Humanities has to offer, that go beyond digital research tools 
to the scholarly questions these tools present to researchers.
	 Continuing the theme of travel, Chapter 7 explores how researchers can get 
closer to the phenomenon of location-aware technologies and move towards a 
conceptual position that understands humans and technology as inherently 
entangled with one another. Condie, Lean and James reflect and diffract upon 
their research on the use of location-aware social apps such as Tinder, by criti-
cally examining their research questions, how they have evolved and are evolv-
ing through their personal experiences of ‘swiping right’ into their research fields 
and through their engagement in new materialist scholarship. One contribution 
of this chapter is to highlight the challenges of resisting binary constructs such 
as human/non-human, subject/object, online/offline, and digital/material within 
research on digital phenomena. Their research focus on travel also brings to the 
fore how humans, technologies and place are inseparable and how knowledge 
and experience are always situated somewhere. Entering the research field has 
changed to using the phone in the researcher’s hand, which can be included in 
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the assemblages of research and knowledge production for responsible digital 
scholarship.
	 Chapter 8 offers a meaningful insight into the remote ethnography practices 
made possible by digital technologies. Shireen Walton provides us with a contri-
bution from digital anthropology while using a technology-linked visual research 
approach. Engaging Iranian photobloggers as research participants, the author 
discusses how visual methods can be applied and developed to ask specific 
research questions, especially in cases where access to the site of inquiry is 
limited, as is the case of her study-example on Iran at a particular period of polit-
ical and diplomatic unpredictability. Furthermore, Walton shows that a digital 
presence can be as effective in her research role of ethnographer. Finally, she 
suggests that digital and virtual ethnographic methods can raise a host of episte-
mological, ontological and ethical questions concerning how qualitative digital 
researchers ‘be in’, mediate and represent an increasingly interconnected world.
	 Part II of the book changes focus to consider more engaged and participatory 
research practices. We start with Ellis and Merdian’s chapter (Chapter 9) on the 
visualisation of research data in the contexts of digital research dissemination. 
The authors also consider their approach to the collection, management and ana-
lysis of very large data sets as well as the observation of ethical research prac-
tices alongside secure data ownership. More concretely, the chapter constitutes a 
response to the increased digitalisation of research, especially within psychology 
and across the social sciences. It argues that digital research methods have the 
potential to revolutionise data management across disciplines, but that fact has 
so far failed to be recognised and/or implemented by the research community. 
The chapter also aims to highlight a way towards an improved research toolset 
for the psychological community and help improve access to future research for 
both their psychological peers and interested members of the public.
	 Bui’s work (Chapter 10) provides reflections on a project involving a human-
centred design research approach. It describes the redesign of a digital platform 
(iSeeChange) that combines two types (quantitative and qualitative) and scales 
(global and local) of climate data, data that is user-driven. The author takes the 
reader through the design process which reveals meaningful insights regarding 
how researchers situate both the digital tools and the design process itself within 
social research. The human-centred design approach bears resemblance to 
certain aspects of participatory action research approaches by placing emphasis 
on the generation and collection of collaborative data with the community being 
studied. Such approaches raise questions of transparency towards research parti-
cipants. The chapter concludes that participatory approaches in the design of 
social research have the potential to lead to meaningful interactions between 
designers and researchers, and target audiences and communities on which the 
research is focused.
	 In Chapter 11, Erinma Ochu encourages researchers to think about who their 
research is for and reminds us about overlooked and unheard people or ‘missing 
dreamers’. By centring personal histories, Ochu’s autobiographical narrative of 
two digitally mediated citizen science projects highlights how who we are plays an 
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important role in the research produced and its outcomes. Digital methods are only 
part of Ochu’s academic performance as her commitment to socially just research 
projects is enabled by the democratic, open, networked, digital and reciprocal prac-
tices she advocates. For marginalised scholars, this chapter provides encourage-
ment to stick with research goals and embrace the time it might take to build the 
kinds of trusting relationships and partnerships required to leave your mark on the 
world. The author dreams of a digital commons and legacy for her digital research 
projects, and the methodological approaches that she employs enable the flexibility 
required for change, action and unforeseen ethical issues that arise during the 
research journey. Her autobiographical analysis provides us with insights into how 
digitally mediated citizen science projects emerge and their unexpected endings.
	 In Chapter 12, Carol Haigh and Pip Hardy discuss the use of digital stories in 
healthcare research while elaborating on the ethical and practical dilemmas they 
faced while conducting their research. In so doing, the authors reflect on issues 
of veracity and reliability, the concepts of power and consent, and how such 
ethical issues are dealt with within the digital storytelling format. The authors 
use case studies as examples of the reflections provided, making this a very prac-
tical reading which readers can apply and adapt to their own research contexts. 
According to Haigh and Hardy, digital stories can be regarded as units of raw 
data. They can, however, also be regarded as discrete auto-ethnographic and 
auto-analysed data that require ethical considerations, considerations that are an 
ongoing issue and they emphasise that the researcher need to be both aware of 
and constantly vigilant regarding this aspect.
	 The final chapter of this edited collection (Chapter 13) reveals some of the 
core issues we, the editors, found when reviewing the contributions of the chap-
ters and respective authors. Nonetheless, these reflections are not exhaustive, nor 
do they aim to provide the last word on a topic as rich and varied as the one 
herein explored. We therefore recommend that readers engage in their own ana-
lysis of the different chapters and come up with their own interpretations and 
conclusions about the different research processes and inherent epistemological, 
ontological and ethical issues raised in this book.
	 The ultimate aim of the book is to develop the capacity of researchers, in par-
ticular of post-graduate students and early career researchers to successfully 
design appropriate and innovative methodologies for working on and within the 
digital realm. Importantly, the book will make a contribution to the ethical 
debates surrounding digital research in an attempt to provide ethical research 
committees with appropriate guidance in this area.
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Using App-based methodology to 
explore contextual effects on real-time 
cognitions, affect and behaviours
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A contextual issue
It is certainly not revolutionary to suggest that where we are and who we are 
with – one’s environmental and social context – impact the way we think, feel 
and act. Indeed, Social Psychology has for years extolled the importance of 
social contexts on affect, cognitions and behaviour. Nonetheless, many tradi-
tional research methodologies fail to account for such contextual factors when 
examining human behaviour (Baker, 1968). That is, traditional psychological 
research findings are typically the product of retrospective self-reports or experi-
mental manipulations, as opposed to reports of the experience in context, as 
lived (in vivo). Thus, there are a wide range of psychological research traditions 
which would benefit by employing alternative methodologies to provide further 
evidence of contextual influences on psychological concerns. In this chapter, it is 
argued that technology, specifically Smartphone technology, offers researchers 
the capability to conduct increasingly dynamic research and to collect vast 
amounts of contextually aware data. To aid in this overview, we talk generally 
about the value of Smartphones Applications (Apps) for research purposes, 
before drawing upon two example areas of research to further illustrate the 
utility of these alternative research methodologies: the assessment of alcohol 
consumption and related cognitions (for example, Monk and Heim, 2014a; 
Monk et al., 2015) and digital gaming experiences (cf. Kaye, 2016; Kaye and 
Bryce, 2012, 2014). In each instance, the important, yet largely hitherto 
unanswered research questions will be highlighted, as well as the potential utility 
of Smartphone Apps in such areas. The aim of this is not to suggest that these 
are the only areas of potential use. Rather, this chapter is intended to highlight, 
using specific examples, how technology may be used in the pursuit of know-
ledge across Psychology (Brown et al., 2014). The strengths, important con-
siderations and potential pitfalls of such research are also outlined. We will 
argue that Smartphone-enabled research provides a more ecologically valid and 
contextually-aware perspective on psychological constructs.
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The value of Smartphone App technology
The advent of increasingly advanced technology has begun to provide research-
ers with the equipment to conduct real-time, contextually-aware research. 
Indeed, Smartphone methodologies have been identified as useful tools for 
gaining behavioural data (Miller, 2012) and Smartphone Apps have been readily 
applied as part of behaviour-change interventions (e.g. Stawarz, Cox and Bland-
ford, 2015) and clinical/therapeutic strategies (Stoyanov et al., 2014). The use of 
electronic mobile devices in Psychology, however, is by no means a new phe-
nomenon. Indeed, research adopting Experience Sampling Methodology (ESM) 
or Ecological Momentary Assessment (EMA), as it is also known) has typically 
used electronic ‘beepers’ to indicate the occasions (during participants’ everyday 
lives) in which responses should be supplied (Csikszentmihalyi, Larson and 
Prescott, 1977; Diener and Emmons, 1985). Nonetheless, responses to such elec-
tronic signals have not traditionally been obtained through electronic means, 
rather through more traditional methods such as paper-based questionnaires (e.g., 
Csikszentmihalyi et al., 1977). In other words, electronic devices have more 
traditionally been implemented to provide cue and reinforcement schedules 
rather than as data collection tools (Stawarz et al., 2015). In contrast, Smart-
phone Apps enable functional responding, as well as data collection. They are 
therefore greatly beneficial in enhancing ESM methodologies. However, a recent 
review of free iPhone Apps, specifically those with a psychological basis, identi-
fied that they have very limited scope and utility for research, and that there is a 
significant gap in the evidence base for such technologies (Harrison and Goozee, 
2014, see also Wiederhold, 2015). Among these limitations are issues with 
installation costs and quality assurance, which is particularly important when 
such Apps are aligned for professional healthcare and therapy support (Harrison 
and Goozee, 2014). Clearly, empirical work is needed to ensure that such 
Apps  are practically suitable for target users, as well as being effective and 
efficacious.
	 It is certainly the case that there has been a paucity of research using 
Smartphone-enabled ESM, and that research into their validity has been hitherto 
limited. Nonetheless, previous commentary has identified a number of key bene-
fits of using Smartphones as research tools (Miller, 2012). Specifically, they 
have a positive scope for large, global-scale sampling. They also increase the 
convenience of conducting large-scale data collection and provide an unobtru-
sive and simple way of responding (Miller, 2012). Specific technical capacities, 
such as participant response prompting, geo-location and photographic upload-
ing, also offer further avenues for data-rich research. For instance, Golder (2008) 
proposes that photographs capture real-time events and social interactions/
dynamics. As such, they can be a powerful research tool (Plantié and Crampes, 
2010). Indeed, recent research activity has moved towards the analysis of photo-
graphs, particularly through social networking websites (Plantié and Crampes, 
2010). This makes sense when one considers the popularity of Smartphone-
based Apps, which are designed to allow and encourage the taking and sharing 
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of photographs. The social networking site, Facebook, records that three hundred 
million photos are uploaded every day (Poltash, 2013) and Snapchat and Insta-
gram have increased the trend whereby people document their lives by taking 
and sharing photographs via the Internet. Similarly, there has been a noticeable 
recent trend towards capturing the data supplied in Twitter, for research purposes 
(for example, Aphinyanaphongs, Ray, Statnikov, and Krebs, 2014). Geo-location 
also offers researchers a key opportunity to assess participants’ current location 
in relation to any other variables of interest. For instance, Smartphone Apps for 
clinical samples of alcohol users have been used to assess the effect of current 
geo-location on subjective craving and relapse (Gustafson et al., 2011, 2014).
	 Another key strength of Smartphone technology is to facilitate real-time 
research, beyond the laboratory. Indeed, the ecological validity of Smartphone-
based research is one of the main strengths highlighted by Miller (2012). The 
ability to collect data in real time can have particular importance for exploring 
issues which may be particularly susceptible to contextual influences. This 
chapter will now highlight the utility of Smartphone Apps to assess the effect of 
context, using two research exemplars: alcohol consumption (and related cogni-
tions) and digital gaming experiences.

Alcohol cognitions and behaviours
It has long been suggested that substance use is the product of physiological, 
cognitive and environmental factors – the ‘drug, set and setting’ (Zinberg, 1984). 
A detailed overview of the research supporting this assertion is beyond the scope 
of this chapter. Nonetheless, it is well established that drug use (e.g. Robins, 
1993) and alcohol use (e.g. Martin, 2006) are driven by one’s current situational 
context. For example, the ‘wetness’1 of the situation has been shown to be an 
important determinant of consumption, drinking being heavier at parties and in 
bars than in restaurants (Martin, 2006).
	 In order to understand such changes in alcohol consumption, researchers have 
spent decades examining people’s alcohol-related beliefs, and how they link 
with consumption. This indicates that alcohol-related beliefs reliably predict 
alcohol consumption (Jones, Corbin and Fromme, 2001). For example, those 
who expect alcohol consumption to result in positive outcomes (termed high 
positive outcome expectancies) subsequently consume greater quantities of 
alcohol (e.g. Leigh and Stacy, 1993, 2004; Stacy, Widaman and Marlatt, 1990). 
Similarly, believing one’s alcohol intake to be lower than the norm (norm mis-
perception) is claimed to create an increase in consumption (e.g. Carey, Borsari, 
Carey and Maisto, 2006).
	 It has been noted for some time that such alcohol-related beliefs may vary 
across different contexts (Wall, McKee, and Hinson, 2000) and there has been 
growing research to this effect (for example, Monk and Heim, 2013a, 2013b). 
Nonetheless, there remains a reliance on the use of retrospective reports in this 
area of research (Monk and Heim 2013c, 2014b, for reviews). This is problem-
atic for a number of reasons. First, the task of making retrospective reports about 
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one’s alcohol-related beliefs in by-gone drinking scenarios is cognitively 
demanding and dependent on memory. However, given the fallibility and limita-
tions of memory, such research may have questionable validity. This problem 
may also be further exacerbated if alcohol consumption occurred during the 
target period, as alcohol may further impair memory (Walker and Hunter, 1978). 
Second, the difficulty of retrospectively recalling multiple occasions may be 
heightened when it is considered that assessment in a non-alcohol-related 
environment necessitates recall in the absence of any associated environmental 
stimuli, to aid memory (Godden and Baddeley, 1975).
	 In light of such concerns, research has begun to assess alcohol-related cogni-
tions using more ecologically-aware testing environments such as simulated bars 
(e.g. Larsen, Engels, Wiers, Granic and Spijkerman, 2012) or wine-tasting events 
(e.g. Kuendig and Kuntsche, 2012). In this vein, social contexts and alcohol-
related environments have been shown to be associated with increases in positive 
expectancies (e.g. Monk and Heim, 2013a, 2013b). While pointing to the import-
ance of social and environmental contexts in shaping alcohol-related beliefs, 
these studies have tended to test participants in environments which, to a greater 
or lesser extent, are removed from realistic drinking contexts.
	 As such, the question as to how such cognitions change across real-time con-
texts may be better assessed using Smartphone technology, which allows 
researchers to analyse cognitions in the real world. In other words, Smartphone 
technology offers researchers the chance to assess important cognitions when 
participants are actually in alcohol-related environments and in the presence of 
social groups. This also facilitates comparisons with cognitions that were pro-
vided in alcohol-neutral environments and in solitary contexts. Accordingly, 
research has begun to use participants’ mobile phones to collect EMA data via 
phone calls (Courvoisier, Eid, Lischetzke and Schreiber, 2010) or text messages 
(Kuntsche and Robert, 2009), which has proved highly popular among particip-
ants (Kuntsche and Labhart 2014). The advent of highly sophisticated Smart-
phone Apps, nonetheless, presents a ‘next step’ in the use of such technology for 
research purposes (Kuntsche and Labhart, 2014). Accordingly, Monk and Heim 
(2014a) used a web-hosted Smartphone technology to conduct experiential sam-
pling (EMA). This administered a bespoke App to assess participants’ current 
cognitions and to simultaneously track their present situational and social 
context, to provide a contextually-dynamic perspective on alcohol-related cogni-
tions. Here, it was revealed that in-vivo social and environmental contexts 
accounted for a significant proportion of variance in outcome expectancies. 
Prompts which occurred while participants were among friends or in a pub/bar 
or club were associated with heightened outcome expectancies in comparison 
with other settings (Monk and Heim, 2014a). Further research in this vein is 
therefore strongly recommended in order to further elucidate the nature of the 
cognitions which drive consumption. In so doing, it is hoped that researchers 
will be able to better inform clinicians who attempt to treat problem consump-
tion via targeting alcohol-related beliefs. Specifically, by providing clients with 
the tools to be able respond to and address their contextually varying cognitions.
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	 In addition to understanding alcohol-related cognitions, questions about the 
nature of alcohol consumption itself may also be better addressed using Smart-
phone technology. Indeed, it has long been questioned whether reports regarding 
consumption are accurate, particularly when one considers the afore-mentioned 
limitations of memory, and the potential for exacerbated memory deficits result-
ing from intoxication. Accordingly, research suggests that self-reported alcohol 
consumption is up to 40% lower than the amount of alcohol actually sold (Boni-
face and Shelton, 2013). Real-time assessments of consumption may thus allay 
fears about the accuracy of alcohol consumption reports. Further, the environ-
ments in which alcohol consumption assessments take place are often far 
removed from the setting in which the drinking occurs, by nature of their post 
hoc design (Verster, Tiplady and McKinney, 2012). As previously noted, there 
are difficulties associated with attempts to recall information processed in a 
different context from that in which the information was originally encoded 
(Godden and Baddeley, 1975). As Smartphone technology is contextually-aware, 
questions about the role of context in the recall of alcohol consumption may also 
be assessed.
	 The use of EMA to assess real-time substance use has been previously pio-
neered in the study of varying substance use, providing episode-based reports of 
real-time smoking and drinking (Alessi and Petry, 2013; Collins, Kashdan and 
Gollnisch, 2003; Collins, Morsheimer, Shiffman, Paty, Gnys and Papandonatos, 
1998; Kuntsche and Labhart, 2014, 2015; Piasecki et al., 2011; Shiffman et al., 
1997, 2002; Toll, Cooney McKee and O’Malley, 2005) To this end, recent 
research has used a native App to track alcohol consumption over the course of a 
week. Such real-time reports were then compared with both daily and weekly 
retrospective accounts of consumption. Furthermore, variability in reports across 
drinking contexts was also assessed (Monk et al., 2015). Here, retrospective 
accounts appeared to underestimate the amount of actual, real-time alcohol con-
sumed, and increased consumption appeared to exacerbate differences between 
real-time and retrospective accounts. Environmental and social contexts also 
appeared to interact with the type of alcohol consumed and the time frame given 
for reporting (weekly vs. daily retrospective) to further impact such discrepan-
cies. For example, real-time consumption in a bar/pub was associated with 
increases in the discrepancy observed between real-time and weekly retro-
spective accounts of consumption (ibid.). Similarly, Smartphone-based assess-
ments of student drinking have indicated that drinking as part of larger friendship 
groups is associated with increases in hourly drinking frequency (Thrul and 
Kuntsche, 2015). Continued research in this area, using Smartphone technology, 
may therefore offer researchers key insights into the dynamic and contextually 
varying nature of consumption and associated beliefs. This approach is strongly 
advocated in order to provide policy-makers with a better insight into tackling 
excessive consumption and the associated economic and health demands.
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Digital gaming
Another psychological area of enquiry that would further benefit from this form 
of methodology is digital gaming, particularly when there is still much to be 
understood about the role of social contexts in the experience of this activity, 
and the differential effects this may hold on gaming outcomes.
There is an increasing acceptance that digital gaming is not a solitary and 
socially-isolating activity. Rather, it often serves two main interpersonal func-
tions. First, it facilitates players’ sense of connectedness to others. Second, it 
promotes enjoyable social gaming experiences (Cole and Griffiths, 2007; Gajad-
har, de Kort and Ijsselsteijn, 2008; Poels, de Kort and IJsselsteijn, 2007). 
However, there has been minimal attention to exploring real-time gaming within 
social contexts of play. Conversely, the majority of research in this area is under-
taken in laboratory-based contexts. For example, manipulations of social pres-
ence within a laboratory have been undertaken in order to assess its role on 
participants’ psychological, emotional and physiological outcomes (e.g. Bracken, 
Lange and Denny, 2005). The paucity of real-world research means that the liter-
ature regarding social gaming experiences may not necessarily translate to real-
world gaming (Kaye, 2016; Kaye and Bryce, 2014), particularly given that 
gaming experiences are understood to be largely diverse and varied (Bryce and 
Kaye, 2011). In an attempt to be more contextually-aware, researchers have 
attempted to replicate social gameplay by allocating participants to engage in 
collaborative or competitive gaming tasks (Eastin, 2007). However, one could 
question the extent to which this is reflective of typical, real-world gaming 
experiences and play patterns, which typically occur with friends. Indeed, evid-
ence shows that gameplay experiences are enhanced with friends compared to 
strangers (Ravaja, Saari, Turpeinen, Laari, Salminen and Kavikangas, 2006). 
Thus, experimentally-derived social groups may not be reflective of those pat-
terns typically experienced in the real world.
	 Questionnaire-based methodologies may provide some solution to this issue, 
by permitting participants to provide retrospective accounts of real- world 
gaming experiences (Kaye, 2016; Kaye and Bryce, 2014). In this way, research-
ers may gain more accurate insights into the dynamic and varied nature of 
gaming experiences in respect of their occurrence in real-world contexts, rather 
than in artificially-designed social settings (Kaye and Bryce, 2014). For example, 
previous studies have been able to account for contextual variations in experi-
ences of flow and post-gameplay mood, through obtaining gamers’ self-reported 
accounts between solo and socially-based gaming experiences (Kaye, 2016; 
Kaye and Bryce, 2014). Nonetheless, such reports are clearly restricted by their 
retrospective nature, and reliance on participants’ memory capabilities, as noted 
in the preceding section. Given these shortcomings, methodologies that are able 
to capture real-life gameplay experiences, as-and-when they occur (in vivo), 
appear highly advantageous. Specifically, such research allows the exploration 
of the dynamic nature of the social aspects of gaming. Assessing constructs such 
as flow (a psychological sense of feeling ‘in the zone’ when undertaking an 
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activity) (Csikszentmihalyi 1975), may benefit particularly via this approach. 
Indeed, it has been noted that experimental conditions may not represent typical 
gaming contexts which optimise experience of flow. However, although tradi-
tionally subjected to ESM research (Csikszentmihalyi, Larson and Prescott, 
1977), flow has not been explored within digital gaming in this way. There is 
therefore an apparent need to increase the understanding of flow in real-world 
gaming, and App-based research may provide the tools for such explorations. 
In this fashion, a heightened understanding of other contextually variable aspects 
of the gaming experience, such as emotional indicators, may also benefit from 
such methodologies (Ravaja, Salminen, Holopainen, Saari, Laarni and Jӓrvinen, 
2004).
	 The authors’ ongoing research to this end has therefore sought to explore the 
contextual influences on emotional and psychological experiences of real-world 
digital gaming. Here, gamers were asked to complete real-time assessments of 
their mood, flow and expectancies relating to gameplay in different contexts 
(online, offline, solo). These assessments took place over the period of up to two 
weeks and were recorded by way of a bespoke Smartphone App. Specifically, 
this was intended to provide data to explore the extent to which gaming-related 
affect and cognitions varied as a function of social context. These were com-
pleted in reference to shooting games only, to avoid the type of game confound-
ing the responses. Analyses of this data have therefore begun to shed insights 
into the extent to which experiences of gaming vary as a product of social 
context. This research substantiates the current literature and highlights the need 
for a fuller account of contextual factors that may be influential on gaming out-
comes. To encourage wider acceptance of this form of research paradigm, the 
authors highlight the key practical and ethical considerations of App-based 
research in the following sections. This is important, given there is an apparent 
need for more App-based research if psychology is going to effectively respond 
to the criticism that it has failed to assess dynamic behaviours and cognitions in 
the real world (Baker, 1968). In an attempt to aid such future endeavours, the 
following section now examines the key considerations of conducting such 
research, using an example from the authors’ digital gaming and alcohol-related 
research as illustrative examples. Emphasis will be placed on highlighting the 
potential benefits and issues associated with such research. Practical and ethical 
considerations of this form of research will be presented.

Ethical considerations
Adherence to the usual ethical principles outlined by the British Psychological 
Society is a standard requirement when doing research with human participants 
in the UK (BPS, 2009, 2010). Nonetheless, further considerations are necessary 
when conducting Smartphone-based research. Another important ethical con-
sideration relates to the anonymity of data gained through this type of research 
strategy. That is, there are additional assurances to be made when tracking parti-
cipants (and their data) over a longer period of time through the use of Apps, 
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particularly when data is stored on an external server rather than on an individual 
user’s device (which is not typical owing to potential issues with data loss). 
Namely, participants’ data needs to be identifiable for analysis purpose in order 
that individual, cross-contextual variations can be assessed (as well as group-
level variance). Concurrently, anonymity of participants’ data must be assured. 
This can be done via typical means of obtaining unique participant codes or 
number strings which allow the data to be individually identified without remov-
ing participant anonymity. Previous research has used these sorts of strategies, 
specifically unique number-strings within web-hosted Apps (Monk et al., 2015) 
so that each participant accesses a URL with a unique number stream (allowing 
individual tracking) and random participant number generation from a native 
App (i.e. one that is downloaded to their Smartphone) (Monk et al., 2015). Each 
participant is thus tagged and can then be tracked using a random number gener-
ated at the start of study participation. Ethical panels will therefore require a 
well-considered strategy in this regard and so advanced consideration of this 
point is strongly advised early in the design process, to avoid unforeseen delays.
	 It is also important to consider the possible financial costs incurred by the 
participant as a result of taking part in such research. Specifically, costs can 
result from the use of mobile phone data (which incur charges) when using a 
web-hosted App to provide responses (if extended internet access is required by 
the App) or when downloading the Apps for subsequent use. It is therefore 
necessary to inform participants at the Briefing Stage that they should ensure that 
they have sufficient data to enable them to take part, and that they should con-
sider the impact of accessing the App in instances where they may be using 
mobile data (as opposed to free WiFi). When the research App is web-based, 
participants do not have to download it. Instead, the App is hosted through a 
web-based platform, thus eradicating any associated download charges. 
However, participants will have to use the internet to transmit their responses. In 
most cases, the use of the internet in this way may not be clear, and it is there-
fore important to highlight this to participants in order to avoid unforeseen costs. 
For this reason, it is also advisable to limit the amount of time an individual 
responds during ESM sessions. When a native App is being used, any files 
should be compressed, in order to limit the download size and, again, limit 
potential data costs. A consideration of the type of research, and the sample 
population, will help researchers in such data use considerations. Specifically, if 
participants are likely to be at home when using the App, and thus have access to 
free Wi-Fi (e.g. in gaming research), data use issues may be less of a concern. 
However, if it is likely that participants may be moving around or engaging in 
the target behaviour in multiple contexts (e.g. alcohol consumption research), 
free Wi-Fi may not be available and hence the potential for incurring data use 
charges is higher. Researchers therefore have a duty to consider this, and to warn 
their participants accordingly, making sure all possible avenues have been 
pursued in order to minimise potential costs.
	 A final issue relates to the research placing undue demands on participants. 
EMA research, such as that facilitated by Smartphone Apps, requires numerous 
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assessments over the course of an extended time period. It is therefore necessary 
to be mindful of the implications of participants feeling constrained by the 
demands of the research. One way to address this concern is by allowing parti-
cipants to actively initiate the App themselves, to commence participation (and 
to desist) at a time which suits them. This can be facilitated using a ‘Go’ button 
on the home page of the App, which in the illustrative research, was used to 
indicate that a gaming session was commencing. This method contrasts other 
ESM research formats where prompts are sent at pre-defined intervals (or ran-
domised) every day, over the course of the participation period. In this way, the 
demands placed on participants are limited and this promotes a greater sense of 
autonomy for participants in their data provision (as reported in qualitative 
assessments in pilot research for alcohol-related research, in Monk and Heim, 
2014b). Furthermore, this approach removes the potential of asking questions 
which are presently irrelevant. For example, if one’s research is interested in 
specific aspects of gaming or alcohol consumption behaviour, asking questions 
about alcohol or gaming when respondents are not currently engaged in that 
activity will capture no useful information, and may lead participants to question 
the veracity of the research. Hence, this type of response capture system is most 
suitable for capturing events that are temporal or periodic, occurring at only 
selective periods of times. If one’s research is interested in ubiquitous factors, 
such as cognition, a more traditional ESM approach, as described above, is more 
appropriate. Here, while the researchers may suspect that cognitions change 
from time to time, that human beings are continually involved in cognitive 
thought processing is well established, hence a participation prompt at any inter-
val gives the participant the opportunity to provide relevant and potentially 
important information. For example, assessing alcohol-related cognitions across 
varying contexts (both alcohol and non-alcohol-related) has given researchers 
insights into the dynamic and changing nature of such beliefs (cf. Monk and 
Heim, 2014b).

Practical considerations

Matching the data collection method to the research

The above highlights an important, related, consideration: Whether one’s pro-
posed question is suited to an App which only records data when the participant 
activates it. For the monitoring of periodic events such as gaming, or indeed 
alcohol consumption, this approach is suitable. However, for the assessment of 
processes that are continuous and constantly evolving, a more traditional 
Smartphone-enabled EMA approach (using regular, daily prompts) would be 
necessary. For example, emotions or thoughts are ongoing and evolving. 
However, it is not feasible to assess participants’ thoughts continuously, nor is it 
possible to ask participants to activate the App when they have specific thoughts. 
Indeed, here it is perhaps necessary to note a greater theoretical question. By 
asking questions, are researchers changing the very nature of the thing they wish 
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to study, by asking questions that bring otherwise largely unconscious processes 
into conscious awareness (Dewey, 1910)? Clearly such a discussion is beyond 
the scope of this chapter. Nonetheless, the wider point is an important one in that 
the type and spacing/timing of the questions asked by an App must suit the area 
that one is wishing to examine. As research capabilities currently stand, perhaps 
the best a researcher can therefore hope for is to take key ‘snapshots in time’ of 
certain psychological phenomena, using an App. This will provide information 
about given moments over time and allow the statistical modelling of the effect 
of varying contextual factors on the dependent variable of interest.

Technical requirements

Smartphones represent a diverse assemblage of different types of hardware and 
software. Consequently, one of the key issues in mobile App design is the poten-
tial lack of compatibility between the programming code, the different mobile 
devices and their operating systems and browsers. If a researcher chooses to use 
a native App, then individual applications must be made for each operating 
system (e.g. iPhone and Android). Alternatively, researchers must purposefully 
recruit participants who have a compatible mobile device. For example, Monk et 
al. (2015) designed an Android-only application. Here, the application and inter-
face were built using HTML and JavaScript and JavaScript’s jQuery mobile 
library. Phone Gap was used to convert the web-based application into a native 
application that could be downloaded onto the users’ own device by scanning a 
QR code. Local Storage within the application was used to temporarily store all 
of the users’ answers, before data were remotely transferred to Google Analyt-
ics. However, this sort of App must then be adapted for use on non-Android plat-
forms, such as Apple, as one version of a native App will not be fully compatible 
with all operating systems. While native Apps may allow researchers to collect 
more data, and access more of the phone’s features (e.g. the camera), the need to 
design multiple versions of an App (for different platforms) can considerably 
increase costs associated with programming services, unless a member of the 
research team is familiar with a number of programming languages and has 
access to the necessary software.
	 Perhaps the simplest way to produce a mobile App which works across most 
devices is to create it using HTML and JavaScript and embed it in a web page. 
These two widely used languages have been integral to the creation of most 
websites for more than 20 years, so most mobile phone browsers are able to run 
HTML and JavaScript code without serious issues. This means that only one 
App needs to be designed. A consideration of the type of App required for 
research – and the associated costs of the different approaches – is therefore 
strongly recommended prior to research commencement.
	 Two additional benefits of using mobile Apps as a series of JavaScript applets 
embedded in a webpage are also worthy of consideration. First, the resultant 
software is completely web-based and so may be less likely to deter potential 
participants, who may not feel comfortable with (or understand) the process of 
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installing additional software on their phones. Second, the complexity of devel-
oping a native mobile App means that the vast majority of psychology research-
ers lack the skills required to produce an App in this fashion. Outsourcing the 
development of a mobile App to a software developer can be beneficial although 
financially prohibitive. However, some systems which use HTML and Java
Script webpages are not too complex, so this method may therefore be much 
easier for psychologists to master and be practical without financial support. Fur-
thermore, JavaScript syntax resembles some of the languages that many psychol-
ogists regularly use when developing lab-based experimental software and data 
analysis algorithms, such as C++ and Python.
	 Although HTML and JavaScript run on most mobile phone web browsers and 
operating systems, careful programming is required to ensure that the resulting 
App is compatible with many different types of phone hardware and software. In 
respect of hardware, perhaps the main challenge for the programmer is to 
produce an App that displays similarly across a wide variety of different screen 
sizes. Nowadays, this can be easily achieved using a line of CSS code which 
automatically detects the screen size of the device it is running on and fits the 
page content to the screen accordingly. Web Apps can also be programmed so 
that participants’ response mechanisms are interactive, determined by the users’ 
Smartphone. Methods of responding to questions derived through Smartphone 
Apps will vary as a function of the specific software and device, but will largely 
be touchscreen responding. For example, iPhone or Android users indicated their 
responses by pressing or ‘dragging’ the onscreen response items while those 
without touch screen technology responded in a fashion compatible with their 
phone (Monk et al., 2014a).
	 It is much more challenging, however, to ensure that an App runs identically 
across the plethora of operating systems and browsers installed on participants’ 
Smartphones. For example, in Apple’s OIS operating system, JavaScript can 
only play a sound if it is directly triggered by a user action. On the other hand, 
on Android operating systems, the JavaScript code itself can play a sound 
element without the need for direct user initiation. Where such discrepancies 
exist and need to be mitigated, imaginative programming solutions are often 
required. Thankfully, the JavaScript and HTML lexicons are flexible enough that 
workarounds can usually be created to circumvent the differential compatibility 
of browsers with JavaScript syntax. For example, although OIS will not allow 
JavaScript to implement a time delay between a user action and a resultant sound 
event, the desired time delay can be achieved by playing an audio clip composed 
of the required sound event preceded by a period of silence equivalent to the 
required time delay. If the sound clip is preloaded using HTML to allow 
immediate presentation, then the expression of the time delay will exactly mirror 
the way the time delay would be expressed if controlled by programming code.
	 Although HTML and JavaScript provide most of the functionality required to 
produce a fully-functional mobile App, some server-side code is then required to 
send the data held by the JavaScript App to the researchers. For example, a few 
lines of PHP code can be used, which corresponds to the website on which the 
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App is embedded. This sends each participant’s data to a dedicated email 
account that can be created specifically for the project in question. Before being 
passed to the PHP code for mailing, the outputted data is then organised into a 
suitable format by the JavaScript code. For convenience, the App should also 
organise the data into a space-delimited string, such that each data point is sepa-
rated by a tab, space or comma, allowing it to be read by spreadsheet software. 
This data string then forms the content of each participant’s data email, which 
can be automatically sent on completion of an experimental session. The data 
string can then be cut and pasted into a text file so as to be subsequently read and 
formatted by Excel. This process was used for the authors’ gaming research.
	 The choice of where to host the completed website has important con-
sequences for the functionality of the embedded code and perhaps even the like-
lihood of participants choosing to take part in the research. Several companies 
offer free web-hosting. Although an intuitively attractive option, there are often 
several problems associated with such offers. Free websites often expire after a 
set period of inactivity. For example, if the webpage on which the App is embed-
ded is inactive for a number of weeks, the page may automatically be deleted. It 
is therefore essential to check for such rules prior to hosting. Free webhosting 
companies also often make their money from online advertising revenue, so the 
websites they host regularly feature banner and pop-up adverts that can com-
promise the display of page content. Furthermore, free websites often do not 
support the types of server-side code required to send participants’ data from the 
webpage to a researcher’s email account. A final problem with free hosting is 
that the generic web addresses (e.g. www.freewebhostingservice.psychology 
experiment.com/app.html) may seem unprofessional to potential participants, 
and perhaps even suspicious. Such factors may deter potential users and thus this 
too should be carefully considered. Hosting experimental software on a domain 
owned by one of the researchers or the host research institution may therefore be 
beneficial. The process of acquiring such a domain is cheap and simple and miti-
gates the issues highlighted above.

Obtaining the right amount of data

One factor which needs to be considered from the outset of such research is the 
amount of data points (or number of sessions completed) that will be required to 
provide sufficient data. For Apps which enable ESM research, researchers should 
consider the number of prompts needed per day (and for how many days should 
participation take place). For a native App, researchers must decide the time 
intervals for the participation prompts, once the App is activated. Researchers 
should then stipulate the participation requirements during recruitment (i.e. the 
number and regularity of prompts). For example, for the illustrative gaming 
research, it was explicitly started that consent should only be given if particip-
ants were able to commit to completing responses within at least five gameplay 
sessions (preferably in different contexts), over a maximum period of two weeks. 
The regularity of prompts should be determined based on the research area and a 

http://www.freewebhostingservice.psychologyexperiment.com
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consideration of the practicalities of responding. For instance, it would not be 
pertinent to set overly regular prompts which may lead to quick participant 
fatigue and thus increase participation drop-out rates. Also, excessively demand-
ing response times may not be practical for people whose work commitments 
would not allow them regular access to their mobile devices, particularly when 
using this web-hosted App. An ESM-based App, which requests a set number of 
responses per day, avoids some of these issues, although the researchers must 
still decide upon the regularity of the prompts once the App is activated. 
However, this alternative mechanism is by no means foolproof either, as parti-
cipants may not be willing or able to respond at the prompted time. Data for that 
time period will therefore be blank. The amount of data gained within such Apps 
will therefore vary greatly, regardless of the design. Questions as to how to max-
imise data potential are therefore vital at the start of the research design. None-
theless, researchers may be comforted by the knowledge that the multi-level 
analyses (which are required to analyse the inherently related nature of data from 
such App-based research) is well equipped to handle a degree of missing data, 
without compromising data validity. There are hitherto no accepted standards for 
the amount of data points required to conduct such analyses. However, most 
App-based research yields very large data sets, even when samples are relatively 
small, meaning that the resulting data should be sufficient to allow at least a 
basic level of analyses. One rule of thumb is that 200 assessment points are con-
sidered sufficient for most linear structural equation applications (Kline, 2005). 
Thus, for example (Monk and Heim, 2014a), if researchers obtain a number of 
pieces of data per response, and five responses over seven days are taken, even a 
relatively small sample size (n = 69) will yield a very high amount of data (e.g. 
10,560).

Recruitment of participants and management of data

Participant recruitment is necessary across all psychological research and is a 
perennial concern. Recruitment through a web-based advertisement can, 
however, lessen this demand. For App-based research, online adverts can easily 
direct participants to a web-link where more information can be supplied and 
where the App itself can be hosted. As the requirements of such research are 
more complex than typical psychology studies, a video tutorial can also be 
developed and hosted online which outlines the App to participants prior to their 
decision to take part.
	 Proceeding from this, once participants have viewed all the information and 
instructions relating to a given study, this may be a useful opportunity to issue 
them with a randomly generated participant number, which they are required to 
provide every time they complete a responding session. This allows matching of 
data across the whole period of the research, as well as ensuring participant ano-
nymity. Using a stringent system of participant numbers is key within this form 
of research to ensure the large quantities of data across sessions can be matched 
accordingly to undertake within-participant analyses.
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	 To manage the way data is transferred from an App to a given response data-
base, one strategy is to use a system whereby responses are sent to a designated 
email address associated with the App. This enables a separate email to be received 
for each completed response. In the illustrative example of the researchers’ gaming 
research, an email including the participant’s unique number, followed by their 
item responses was sent after each participant response. These were transmitted in 
the form of a 25-item data string (representing the 25 responses to the items com-
pleted within each response set). For example, a typical format of psychometric 
scales (e.g. 1 = not at all, 2 = a little) represented the extent of participants’ mood, 
flow and expectancies in gameplay. For categorical variables, such as identifica-
tion of the gameplay context of the respective gaming session, these codes were 
determined by the research team (e.g. 1 = playing solo, 2 = offline with friends). 
This data can then be easily copied into an Excel file with the corresponding ques-
tion item as a column header for analysis. An alternative mechanism (cf. Monk 
and Heim, 2014b; Monk et al., 2015), is to use Google Analytics to capture the 
data provided. This also has the added benefit of allowing researchers to analyse a 
wide range of additional data that is automatically captured. That is, this data is not 
actively supplied by the user, but rather it is passively stored by Google. This 
includes geographic location, the mobile device used, start and end times for the 
response session, and time taken to complete each question. Such information can 
be particularly useful for in-depth analysis of question veracity. For example, pilot 
research can highlight problematic questions if response times to particular ques-
tions are repeatedly longer than average. The recording of response time is also 
highly useful for experiential sampling research. Here, researchers can be sure that 
the responses obtained are real-time, as opposed to retrospective accounts which 
are, as noted previously, subject to the limitations associated with autobiographical 
memory. Specifically, researchers can compare the time of response with that of 
participation prompt. Any response supplied in excess of 15 minutes from prompt 
time can thus be excluded as such data can no longer be reliably held as an indica-
tion of the participant’s thoughts or behaviours at the time of interest (cf. Monk 
and Heim, 2014b). Rather, such responses are retrospective accounts of what was 
happening at the time of interest, which is of less value to those researchers 
wishing to conduct real-time, experiential research.

Conclusion
Psychological research has been critiqued for its perceived failure to assess 
dynamic behaviours and cognitions in the real world, although it is contended 
that this is feasible (Baker, 1968). Indeed, using practical examples from our 
own work, this chapter has identified that not only is it important to consider the 
effect of context, but that it is feasible to do so within a viable research para-
digm. From this perspective, the benefits of Smartphone Apps within research 
are plentiful. Not only does this constitute a novel approach in the discipline of 
Psychology, but it has the capacity to advance conceptual insight regarding the 
effect of context as a fundamental determinant of attitudes and behaviours.
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	 This chapter has sought to advocate the utility of Smartphone technology 
across the discipline of Psychology, using examples from our own experiences. 
Smartphone technology offers researchers the capacity to conduct increasingly 
dynamic research and to collect vast amounts of contextually-aware data. Spe-
cifically, the mobile nature of Apps designed for research purposes mean that 
they enable researchers to easily capture a whole host of behaviours and beliefs 
as they occur, and change, in real time. Apps for use as research tools also marry 
more effectively with the evolving nature of everyday interactional behaviours 
(between individuals, as well as between user and system). Indeed, to understand 
issues which take place in online or virtual contexts (e.g. gaming, online social 
networking, email), it makes sense to use methodologies which take place in the 
equivalent context, particularly given that some online behaviours can vary from 
real-world ones (McKenna and Bargh, 2000). These methodologies may there-
fore provide researchers with access to more natural forms of interactions and 
behaviours than more traditional methodologies. In the context of digital gaming, 
real-life cues such as the presentation of the games themselves and the proximity 
of other players (physical or virtual) may change the nature of a gamer’s 
experiences. Resultantly, beliefs and behaviour may vary. Smartphone-enabled 
research provides a more ecologically valid and contextually-aware perspective 
on such constructs. Not only do Apps allow researchers to measure these 
changes, but they provide a level of insights that may not be possible with 
laboratory-based research, where cognitive and behavioural processes may 
operate differently owing to the inherent differences between said contexts.

A practical summary
As a practical summary, we provide a list of critical questions we urge readers to 
consider before embarking on this form of research methodology.

•	 Are contexts fundamental to understanding your research enquiry? That is, 
is this methodology useful for developing understanding in your area?

•	 Will different contexts of responding present different demands for particip-
ants, which may result in varied response patterns?

•	 Are the contexts of interest appropriate for participant responding? Are there 
any confounding factors which may be relevant to consider?

•	 Is a Smartphone an appropriate medium through which to administer your 
in-vivo questions?

•	 Are the questions short and snappy and easily submitted by participants?
•	 What is the overall duration of the research? How long will participants be 

operating within the requirements of the study?
•	 How many contexts are relevant to examine and how many responses will 

you require per context?
•	 Do you hold adequate technical expertise to develop a bespoke App or to 

understand the requirements of how an off-the-shelf App may be adapted 
for your own research?
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Note
1	 In respect of alcohol consumption, ‘wet’ refers to a culture or context where alcohol 

consumption is commonplace, while ‘dry’ refers to a culture or environment where 
there is little or no alcohol consumption.
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3	 Adapting a method to use 
Facebook in education research
Taking phenomenography online

Naomi Barnes

Introduction
This chapter explains how methodological adaptions developed during a research 
project that used Facebook status updates as data. The research approach was 
phenomenography and the phenomenon studied was the first year experience at 
university. The traditional outcome of phenomenography is to determine a finite 
number of ways a group of people experience a phenomenon by finding the 
similarities between individual experiences captured at a moment in time 
(Marton, 1981; Bowden and Green, 2005). The variation between under-
standings of a phenomenon is generally used to design learning activities that 
progress expansion of knowledge from basic to complex. I initially chose phe-
nomenography as a method for understanding transitions to university because I 
saw no difference between learning physics or mathematics (the disciplines out 
of which the research approach was developed) and learning a new social 
environment.
	 The aim of this chapter is not to report my findings. While the development 
of the methodology is grounded in empirical research, there is not the space to 
explain them here. If you are interested in the findings, please see Barnes (2014). 
Rather, in this chapter, I discuss an approach new to digital scholarship. First, 
how I went about selecting phenomenography as the most appropriate methodol-
ogy. Second, because phenomenography’s reason for being aligned with the 
type of online research I wanted to conduct, I needed to adapt the methodology 
for the new environment. Phenomenography is a boutique research approach that 
is usually situated in education research in order to inform classroom practice. 
Its practitioners are conscious of ensuring that phenomenographic research 
remains faithful to design, leading to debates about what constitutes phenome-
nography. Through this chapter, I weigh into this debate by arguing that with a 
few adaptions, phenomenography could be both sociological and become a valu-
able tool for digital research.
	 Researchers interested in extending phenomenographic methodology are 
presently investigating ways to extend and reach out beyond their tribal borders 
(Hallett, 2014) to engage more robustly with the wider research community 
(Gibbings, Lidstone, and Bruce, 2015). While engaging with a methodology 
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from a theoretical point of view may be mundane in the wider qualitative 
research tradition, it is a way of thinking that is emerging from within phenome-
nography, which has sometimes been critiqued for its lack of theoretical muscle 
(Hallett, 2014; Hasselgren and Beach, 1997; Richardson, J., 1999). When a 
research approach reaches a crossroads: ‘it is necessary, at a certain moment, to 
turn against Method, or at least to regard it without any founding privilege’ 
(Barthes, 1986, p.  319). In other words, method is malleable and we need to 
interrogate its limits and possibilities for the ultimate goal of knowledge produc-
tion, representation or performativity. If the rules do not fit perfectly but the con-
ceptual framework does, adjust the rules. Methodologies should be developed 
that celebrate the findings and possibilities of research. Method is simply the 
journey. How we get to our destination should be as organized and creative as 
the researcher is themselves. I propose that phenomenography has a conceptual 
underpinning rarely pointed out in methodological literature that is usually 
focused on how to do phenomenography rather than what phenomenography can 
do for scholarship.
	 The aim of this chapter is to describe how I came to choose phenomenogra-
phy and highlight the elements of the research approach that I found attractive 
for digital research. Phenomenography is a relatively new research approach, in 
that it was conceptualized in the late 1970s, and it has become a regular contrib-
utor to higher education research. As with all qualitative research, phenomenog-
raphy has its sceptics and has worked to find ways to address its criticisms. 
Unfortunately, it has developed an arguably tribal mentality (Hallett, 2014) that 
has limited its options in engaging with the wider research field. In recent years, 
key phenomenographic researchers have been looking for ways to breach these 
self-imposed tribal borders and to extend the research approach, leading to 
debates about how much a methodology can be changed before it is no longer 
that methodology (Collier-Reed and Ingerman, 2013; Gibbings et al., 2015). 
This places phenomenographic researchers at a very exciting point in time where 
they can either remain in their tribal lands and continue to plug gaps in the meth-
odological walls, or they can move steadfastly forward and explore lands new to 
phenomenography, such as those online, which, it can be argued, it is greatly 
suited to doing with only a few minor adjustments.
	 I begin by briefly describing my research and the ontological and epistemo-
logical foundations that attracted me to phenomenography. I will also explain 
how the (debatable) idea of phenomenography being non-dualist and participant-
oriented begins to address the ethical problems of authenticity and reliability 
sorely needed in digital research. I argue that going online provides an altern-
ative way to approach problems inherent in the highly criticized phenomeno-
graphic interview. I also outline how I employed phenomenographic techniques 
to analyse online artefacts. Through this chapter I propose that by looking at 
ways to adapt phenomenography to work better for what a researcher is looking 
to discover, a way that phenomenographers can breach their tribal borders can 
be found.
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The core of the research: what I wanted to find out
I was interested in finding out how high school students transformed into univer-
sity students. Throughout the rest of this chapter, I will use the generic term 
‘school leavers’. This term refers to students who have completed Year 12 or 6th 
form and are attending university within two years of graduating. The students 
who informed my research were 17–19 years of age, and I was concerned with 
their transition experiences, not just in the classroom, but in the life of the stu-
dents. What did their transition look like? How can universities use that under-
standing to better develop programs for transition?
	 The majority of the literature about the first year of university positions the 
transition process as ‘universally experienced and normalised’ (Gale and Parker, 
2012, p. 11) but the world is becoming increasingly individualized and ‘liquid’ 
(Bauman, 2000). Students are arriving in higher education along numerous path-
ways, bringing with them a vast range of experiences, and with a variety of 
reasons for valuing (or not) higher education. In this vein, an emerging school of 
thought about the first year of university suggests that students’ experiences of 
transition are not linear but continuous and chaotic (Palmer, O’Kane, and 
Owens, 2009; Penn-Edwards and Donnison, 2011). The world of the first year 
student has changed dramatically during the last decade and current first year of 
higher education research has noticed this change, but I believe it has not suffi-
ciently tried to understand the change.
	 I wondered if it was possible to arrive at a generalist qualitative understanding 
of the difficulties students face when they are transitioning that could be used to 
propose a future direction in research and complement established research in the 
field of transitions. In reviewing the literature, I noticed that in the expansive and 
rich library of research into the first year of university that the studies used either 
broad quantitative methods to conduct longitudinal national and institutional cen-
suses of first year students (for the latest Australian version, see Baik et al., 
2015), or small targeted qualitative studies of similar students either from the 
same class or course cohort. This limitation has been commented upon almost 
since its inception in the early 1980s. In 1984, Astin suggested that it might be 
nice for students to keep a diary ‘showing the time spent in various activities 
such as studying, sleeping, socializing, daydreaming, working, and commuting’ 
(1984, pp. 526–527). In 2001, McInnis suggested finding a way to follow stu-
dents from high school to the end of their first degree might reveal some more 
detailed insights. In 2005, now ubiquitous technology was invented that could 
make those suggestions a reality. In 2005, Facebook was launched to the world 
and millions of people (especially school leavers) began to keep detailed diaries 
of their lives over long periods of time. In 2007, iPhone was launched and with it 
the ability for people to update their social networks on the go. In 2010, I became 
aware that the information people were putting on Facebook could add a missing 
piece of the puzzle of understanding the first year experience.
	 The online world is a networked entanglement of experiences that is a far cry 
from the ordered findings of offline research where the researcher conducts and 



Facebook: taking phenomenography online    33

organizes the participants. I wanted to use the raw online postings of first year 
university students and I did not wish to adulterate what was being posted through 
asking guiding questions. I found, however, that some form of map was needed 
that could signpost a way through research online in the field of transitions. I 
decided to see if I could write a generalized curriculum of the first year of univer-
sity to act as a working document for future research into the phenomenon.
	 There were several problems to solve before I could begin the collection of 
data. Social media research in 2010 was under-theorized, or the theory that was 
widely used was technological determinism which looked to control and manipu-
late social media rather than use it to gather live unadulterated data (Selwyn, 
2012). I needed a research approach that did the following:

1	 Accepted the research participants’ experiences at face value because in 
2010 social media research was viewed with suspicion, particularly with 
respect to authenticity and reliability (Kaplan and Haenlein, 2010).

2	 Privileged the participants’ experiences over the researcher’s theoretical 
background; quite oppositional to the majority of first year university 
research which was researcher- or institution-oriented.

3	 Complemented pedagogy and curriculum development in order to make a 
contribution to the education research community.

The research method: selecting phenomenography
After deliberations, phenomenography appeared as a methodology that could 
help me develop a map for further exploration of the details of transition experi-
ences. Most empirical and methodological literature that defines phenomenogra-
phy will quote Ference Marton along these lines, saying that it is: ‘the empirical 
study of the limited number of qualitatively different ways in which various phe-
nomena in, and aspects of, the world around us are experienced, conceptualised, 
understood, perceived and apprehended’ (Marton, 1994, p. 4425). Much current 
critique and debate about the research approach have centred on the meaning of 
the words experience and conception, understanding, perception and appre-
hended (Collier-Reed and Ingerman, 2013; Hallett, 2014). While it is important 
to interrogate meaning, when choosing a research approach, it is important that 
the approach works for the research question first and foremost. Phenomeno-
graphic researchers have justified the interchangeable use of these words by 
leaving it up to the individual researcher to choose the best word in accordance 
with their qualitative data (Collier-Reed and Ingerman, 2013). Others have criti-
cized the phenomenographic method for being too generalist because it seeks to 
find a limited number of differences within a phenomenon rather than exposing 
the infinite variability of experiences but by its very name, phenomenoGRAPHY 
is about a generalized overview or a map of a phenomenon that can be used to 
explore it further (Bowden and Green, 2005). Maps are not hyper-detailed but 
that does not mean that there is a denial of the details. The generalizability of the 
research approach and the adaptability of the language are what made it useful.
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	 Phenomenography is designed to capture multiple ways of seeing and under-
standing a phenomenon, and social media is a virtual bank of diverse points of 
view on events, ideas, ways of learning and knowing. By using phenomenogra-
phy, an understanding of a phenomenon is built through capturing the diverse 
experiences and mapping them to form a clearer picture. As NASA overlaps 
multiple photographs of the Earth to produce a cloudless view of the planet, so 
phenomenography seeks to construct a clear view of a phenomenon. The more 
personal snapshots that the phenomenographic researcher collects, the more 
there is a likelihood of a clear, multidimensional view of the phenomena being 
studied. A phenomenographic researcher not only explores the descriptions of 
the phenomena but also how aspects within the phenomenon are seen to relate to 
each other and the participants’ overall reality (Bowden, 2000). In other words, 
phenomenographers are also aware of where the experiences are taken from and 
the perspective used. Just as NASA would not be able to form an accurate image 
of Earth if the photographs were taken from different distances away from Earth, 
so phenomenographers endeavour to create their picture of a phenomenon from 
one place.
	 Phenomenography was born out of observations of science and mathematics 
educators that students could arrive at the solution for a problem along more 
than one pathway, and that each pathway could be ranked from conceptually 
basic to complex. Some phenomenographic researchers (including myself ) have 
seen that the method offers potential for the development of a learner-centred 
curriculum where how the students learn is used to design activities that embrace 
different levels and styles of learning (Åkerlind et al., 2010; Barnes, 2014). 
A  curriculum is a map of a learning experience and a map is a guide for 
exploration.
	 First year university research in the last five years has been interested in 
developing transition pedagogies and curricula for guiding first year university 
students into higher education (Kift, 2009; Kift, Nelson, and Clarke, 2010). Phe-
nomenography seems to provide an appropriate method for developing a trans-
ition curriculum based on student focus at certain points during their first year of 
university.
	 In selecting phenomenography, I asked myself three questions: (1) does an 
online first year of university experience exist as a phenomenon?; (2) can phe-
nomenography be used to create a theory/map/curriculum of the online first year 
experience as a guide for future investigation?; and (3) can phenomenography 
help us to understand online student experiences? In answering from a phenom-
enographic theoretical and methodological perspective, the answer was Yes to all 
three. Once I believed phenomenography was suitable, I then explored phenom-
enography to see if it would align with my need for a research approach that 
centralized student experiences.
	 Phenomenography should take online experiences at face value because, 
according to Marton and Booth (1997), it is non-dualist. Phenomenography 
holds that what is known cannot be separated from how it is known; that each 
person’s experience of learning is inseparable from how he/she learns it. There 
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is also no distinction between the individual, the group, the inner (personal life) 
and the outer (public life) as one of these realities cannot exist without the other 
realities. Phenomenography does not distinguish between the inner and outer 
world, therefore, there should be no distinction between the online and offline 
world. The research approach should therefore acknowledge that the information 
a person broadcasts on social media is a true description of their experience (as 
far as one can express an experience in text) at the time it was posted online 
without judgement of the accuracy or the truth.
	 It is debatable whether phenomenography is non-dualist because the primary 
form of data collection is the interview and when participants are asked to recall 
their experiences, and researchers in turn interpret those recollections, then sub-
jectivism begins to creep in, whether intentional or not (Hallett, 2014). The inter-
view has been criticized in all qualitative research as an academic construction, 
familiar to the researcher but not necessarily to the participant (Ashworth and 
Lucas, 1998). The interview is also political. A person’s power is written on 
their body through the embodiment of gender, sexuality, race, class and age 
(Nairn, Munro, and Smith, 2005; Probyn, 1991). No matter how many pilot 
studies an interviewer conducts to limit influence, the interviewer will always 
remain in a position of power, and the setting will never be completely comfort-
able for the participant. The interviewer and the participant are from different 
cultural contexts, and past research suggests that interviews are affected by cul-
tural norms (Hong, Morris, Chiu, and Benet-Martinez, 2000). In response to this 
criticism, phenomenographic researchers report intensive training in interview 
techniques that extends to recommendations that learning the research approach 
needs an apprenticeship with an experienced phenomenographic researcher 
(Bowden and Green, 2005). It recommends that several pilot studies are imple-
mented to refine techniques for non-dualist interviews intent on capturing a 
snapshot of what the participant is recalling about his or her experience at the 
moment the interview is conducted, without changing the conception through 
subjective questioning or body language.
	 The decision to use Facebook was seen to address the conundrum of the inter-
view in phenomenography. While underused, diary entries and historical arte-
facts are considered appropriate as phenomenographic data (Marton, 1994; 
Prinsloo, Slade, and Galpin, 2011). With this in mind, I chose to use Facebook 
status updates as data. Status updates are an instantaneously captured representa-
tion of the users’ experience (such as updates which are transmitted live from a 
lecture or tutorial). Status updates are raw and immediate, providing unique 
insight into a phenomenon that is usually reported through recollection. When 
experiences are archived via social network sites, the researcher is bodily sepa-
rate from the participant. As a researcher, in my project I only interacted with 
the participants for recruitment purposes. For the majority of the data collection 
period, I simply observed and archived status updates and associated commen-
tary. The likelihood of me influencing their status updates was minimized.
	 While subjectivism is still an issue in interpreting the data, phenomenography 
presents a set of guidelines for researchers to remove (or bracket) themselves 
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from the data analysis to preference the face value records of the participants. 
Bracketing is the process by which researchers make conscious their relationship 
with the data, participants and phenomenon in order to ensure that external influ-
ences and understandings do not impose ‘preconceived ideas’ (Marton, 1994, 
p. 4428). The phenomenographic researcher endeavours to maintain interpretive 
awareness (Sandbergh, 1997) because the reliability of phenomenographic 
research lies in the researcher’s ability to ‘acknowledge and explicitly deal with’ 
her subjectivity (p.  209). The phenomenographic researcher works hard to be 
consistent with her approach across the development of the findings. In design-
ing, conducting and evaluating the study, she uses phenomenographic bracketing 
as outlined by Bowden and Green (2005), to ensure rigour in analysis. The phe-
nomenographic researcher explicates the various relationships between herself, 
the data and the participants so that the reader might understand her ‘unique sig-
nature’ (Eisner, 1998, p. 34) that influences the interpretation of the data.
	 While the attempt to avoid prejudging data is a conundrum for all researchers, 
phenomenography has it written into the epistemology that the participants’ 
experiences should be privileged over the researcher’s understandings (Marton 
and Booth, 1997). This approach is useful when dealing with social media data 
where questions of authenticity and reliability are seemingly more important 
than in other equally constructed, though maybe more traditionally collected, 
data. Phenomenographic research values the experiences of the participants by 
taking the descriptions of the experiences at face value (Marton and Booth, 
1997). It is a valuable tool for understanding participants’ experiences because it 
makes no judgement about why choices are made. Rather, phenomenography 
notes that a choice has been made and explores the participants’ experiences of 
the ramifications of that choice. Phenomenography approaches research from 
what Marton (1981) termed a second-order perspective. Researchers who use the 
second-order perspective explore the experiences of participants in their study 
through participant voices. First-order perspective studies describe how the 
researcher understands the learners and their background, is frequently related to 
the researcher’s own experiences, and is usually within an explanatory frame-
work (Marton and Svensson, 1979). A first-order perspective research question 
within the field of first year university transitions would be ‘What can Facebook 
status updates tell us about how the first year student becomes a university 
student?’ Instead, I asked a complementary second-order perspective question, 
‘How do school leavers describe, on Facebook, their transitioning experiences of 
first year university?’ Second-order research should complement first-order 
research, together revealing the multidimensionality of learning about a 
phenomenon.

The process of the research: using phenomenography
Data for the study was collected through manual data crawling (Wilson, Gosling, 
and Graham, 2012). The 31 participants made their status updates (status data) 
and any further comments they made on those status updates (commentary data) 
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available for collection, provided the content related to university. A study-
specific Facebook profile allowed me to collect conversations about university 
experiences 24 hours, seven days per week. I collected both their status updates 
and any further commentary the participants made within the thread initiated by 
the status update. While I did not collect the commentary from the participants’ 
Facebook network, I extracted enough information to enhance/explicate the 
participants’ meaning. The transcription of data is the status and commentary 
data of the participants.
	 Data collection only occurred during specific phases during the university 
year. The times were based on those nominated by the first year student particip-
ants in Penn-Edwards’ and Donnison’s (2011) study as being critical points of 
engagement: in the first weeks of orientation, after the first assignment is 
returned, end of the first semester and end of the first year. These latter two 
phases fell around the time of submission of final assignments and examinations. 
The four critical times also defined the four phenomena to be compared:

1	 Orientation week
2	 First assessment
3	 End of semester 1
4	 End of the year.

There were three reasons for monitoring the participants’ Facebook status 
updates during these four times. The first reason was the logistical ease of 
recruiting participants for the study while they were in attendance at university. 
Second, it removed the need to monitor the students constantly for ten months; 
thereby creating the four distinct snapshots in time for analysis. The third 
advantage was that these phases during the university year were when first year 
students were expected to be emotive about their university experience (Penn-
Edwards and Donnison, 2011).
	 Ethical clearance for the project was gained by following the procedures out-
lined by my university’s Ethics Committee. The key concern for the Ethics 
Committee was the protection of the universities, so they stressed the need to 
ensure the anonymity of the universities, lecturers and course names. The age of 
the majority of participants (17) was initially of concern, but the Ethics Com-
mittee ruled that if they were able to attend university, they would be able to 
consent.
	 One hurdle I faced was that associated with Facebook’s terms and conditions. 
As part of Facebook’s terms and conditions, online researchers are required to 
obtain consent from participants, make it clear that it was not Facebook who was 
collecting data, and post a privacy policy (Facebook, 2014 Term 5.7). I complied 
with these requirements by posting the informed consent materials on the Face-
book profile and direct messaged each of the participants to ensure they were 
mindfully consenting. Despite all protocols being in place, Facebook determined 
the recruitment process was a threat because the people being recruited were not 
personally known by me offline. I was prevented from recruiting via the 
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befriending tool on Facebook and informed I would have to recruit offline. In the 
end, approximately two-thirds of the participants were recruited via email where 
they were asked to add my Facebook profile to their network and informed 
consent details were attached to the email.

Analysis of the research: formulating a method
While traditional phenomenography looks to find hierarchies in how people 
understand a phenomenon, the data collection and analysis were framed by the 
accepting that there is no hierarchy of complexity of how people come to under-
stand a social experience. Each person’s journey is specific to them. It is not 
something that can be ranked.
	 In order to avoid hierarchies, focus became the key idea for how to map 
social understandings. Focus was chosen because those who write transition pro-
grams would be better served by information about what the people transitioning 
are focusing on at the different stages of their transition. For example, if school 
leavers are intently focused on making friends in the first few weeks of univer-
sity, they may not be ready to hear a depth of information about academic ethics 
and study skills. Spotlighting that information may be more useful later on in the 
transition, when the students are focusing on assessment.
	 When analysing the status updates, I made note of those updates which were 
both frequent and impassioned. For example, I determined that cursing and fre-
quent broadcasting were indicators of anxiety, and therefore focus, and took 
them into consideration when ranking the focus of the participants’ transition 
experiences. This was a major modification made to phenomenography data col-
lection: the addition of a basic quantitative technique that simply counted the 
number of times a certain category was referenced in the data. Though not 
unheard of in phenomenography, it is definitely contentious and the subject of 
debate as to whether using it still qualifies the methodology as phenomenogra-
phy (Gibbings et al., 2015). I contend that it does remain phenomenography 
because it is simply another technique used for mapping a phenomenon. The 
qualitative part of the definition of phenomenography is malleable. I used the 
quantitative (frequency) and qualitative (impassioned) nature of the data to 
determine focus and design the map (or outcome space) of the findings.
	 Inspired by descriptions of Husserl’s an illuminated theatre in phenomeno-
logy (Brough and Husserl, 2012), a research approach that allegedly inspired 
phenomenography (Richardson, 1999), I used a one-point drawing perspective, 
applied to a proscenium theatre stage, to illustrate the mapping of findings, 
known in phenomenography as an outcome space (Figure 3.1).
	 Simply explained, if the participants are the audience in the arena, the major 
focus is the happenings on stage, the minor focus is the scenery, and the periph-
erals are the detailing of the theatre and the box seats. The actors on stage may 
be the smallest element, but they are still the focus because they are where the 
action is located. The phenomenographic maps I developed show the focus as 
being where the action is located. The major and minor foci are the active 
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descriptions (frequent and/or emotive) and the peripherals drift in and out of 
focus. The frequency and level of emotion, interpreted from the participants’ 
descriptions, determined the difference between the major and minor foci and 
peripherals.
	 I compiled one map for each phenomenon studied (the four points in time) 
using Figure 3.2 as a generalized guide. The shapes represent the concentration 
or intensity of the experiences. The darker and smaller the shape, the stronger 
the participants are focusing on the experience or conception (like a laser). The 
block colour shapes represent those experiences that are persistently in focus. 
The peripherals, represented by block and dashed lines, are the experiences that 
float around the focus and occasionally drift into focus. The amorphous shapes 

Peripheral A

Peripheral B

Minor focus

Major focus

Figure 3.1 � The proscenium stage and the phenomenographic map. This figure illustrates 
the thinking behind the outcome space representations.

Source: ‘Drury Lane Theatre: As You Like It, Antique Engraving,’ 2013/1842.
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were chosen to acknowledge the qualitative nature of the analysis and to avoid 
misleading assumptions of precise outcomes that circles or squares could 
represent.
	 Each focus was determined by an iterative process of determining key simil-
arities between the status updates. Decisions were made easier by using the 
participants’ language. The majority of the status updates remained but some 
were discarded as they were deemed unrelated to the research question.
	 A challenge that arose from using social media was the massive amount of 
data available for analysis. Phenomenographic studies must sample enough 
participants to show enough variation in conceptions to form useful categories of 
description. Between 20 and 30 subjects, closely related to the phenomenon, is 
recommended (Bowden and Green, 2005). Over the four phases in time, there 
were useful contributions for the purposes of this study from 26 of the 31 student 
recruits. While the number of participants fell within phenomenographic recom-
mendations, the transcribed size of potential data collected from the 26 students 
over a ten-month period needed to be contained. Analysing the data from ten 
months of archived status updates would have been a considerable task; too big 
for a lone researcher. At this stage in my digital scholarship, I still prefer manual 
analysis rather than software, although computational analysis for phenomen
ography, such as Leximancer, has been proposed (Penn-Edwards, 2010).

Peripheral A

Major focus

Minor focus

Peripheral B

Minor Focus

Major Focus

Figure 3.2 � The control map. This figure shows how the outcome space is graphically 
represented in this method.
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	 The selection of status updates was limited to content about university. I 
selected the useful status updates direct from the study’s Facebook Newsfeed. 
The status data that was not clearly about the participants’ experiences of univer-
sity was not collected. The traditional phenomenographic researcher would tran-
scribe all their interview data and then select the utterances that pertain to their 
research question. However, the participants of this study were recruited with 
the understanding that I would only archive status updates that were related to 
university experiences. This was an important ethical consideration due to the 
possibility of participants sharing sensitive material on their Facebook profiles.

Reflecting on the research: using phenomenography for 
researching using social media
One of the most-cited hurdles to conducting ethical digital social research is the 
authenticity and credibility of what is broadcast and who is broadcasting it. This 
is fast becoming an outdated assumption. In every environment in which data is 
collected, questions of the credibility and authenticity of the data are raised 
(James, Krause, and Jennings, 2010). A concern particular to using social media 
is verifying the identity of the participants, but the authenticity of nominal data 
is of concern for all methodologies and should not be considered any more crit-
ical online. Furthermore, commentators, for over a decade, have shown that 
many Facebook users believe that they are broadcasting a credible representation 
of their offline personae (see, for example, Lampe, Ellison, and Steinfield, 2006). 
Weisbuch, Ivcevic, and Ambady (2009) found that people are presenting them-
selves online as they want to be perceived offline in the day-to-day world. 
Additionally, Back et al. (2010) found that people are often networked 
through Facebook with others associated with several of their different ‘identi-
ties’, such as child, peer, or student. They suggest that this multi-identity con-
nection is the reason Facebook identity is credible because people are held 
accountable by their network of friends for inauthentic behaviour. However, 
there is still much to learn about how people juggle and formulate their public 
online identities in continuously changing environments, such as social network 
sites (Baym and boyd, 2012). Regardless, people will exhibit a constructed iden-
tity according to the context; online identity is simply another context in a per-
son’s reality.
	 Phenomenography addressed problems of authenticity decades before people 
went online en masse because its core assumption is to take what people say at 
face value. As phenomenographic researchers take what their participants say at 
face value, moving the research approach into the online world seemed like a 
natural extension. In a space where authenticity and credibility are usually ques-
tioned, it is useful to have a research approach that embeds answers in the con-
ceptual framework. By working in a phenomenographic framework, issues 
surrounding accuracy of representation were addressed because the research 
method was designed to centralize the participant, therefore it values the parti-
cipants and the knowledge they have about a phenomenon without judgement. 
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In other words, the online Facebook status data were automatically assumed to 
be authentic.
	 Phenomenographic research can also aid with maintaining the anonymity of 
the research participants as direct quotations of raw data are not necessary to the 
phenomenographic map (Åkerlind, 2012). Phenomenography has been criticized 
by quantitative researchers for being too qualitative and by qualitative research-
ers as being too generalised (Richardson, 1999). This is because a phenomeno-
graphic outcome is essentially a map of the phenomenon: it contains enough 
detail to understand that a diversity of experiences make up a phenomenon, but 
it is more interested in what connects those experiences than what separates 
them (Marton, 1986). This generalized research approach means that the indi-
vidual participants are not targeted in the analysis, rather the generalized experi-
ences of all the participants are the focus (for a more detailed discussion, see 
Barnes, Penn-Edwards, and Sim, 2015).

Reflecting on the research: social media in general
While the ethics of using social media in research continues to be problematic, I 
believe the more interesting conversation is in how people are intentionally 
putting themselves ‘out there’. Twitter users are hashtagging their conversations 
so that it can be saved for future consideration, researchers are putting their data 
online, daring others to become a part of a grand collaboration where data is 
free, not to mention the movement to and debate around open access publication. 
The problem with this freely offered data is that research may decide to settle for 
what is easy, rather than taking risks and pushing boundaries to try and use 
social media to find data that is hidden and nuanced. I regularly have PhD stu-
dents contact me to find out ways they could use Facebook to find out about 
delinquency and criminal activities. I do not have the answers for them. In fact, I 
do not think we are there yet and I am not sure we should be. These are the kinds 
of ethical conversations we need to be having.
	 Social research online is a moveable space. Researchers need to make deci-
sions in the moment and be worthy of what is presented to us, even before we 
know what we will find out (Richardson and St. Pierre, 2005). No matter how 
hard I tried to show the similarities between the transition experiences of the stu-
dents in the findings of my research, the diversity of their experience kept trying 
to force its way out. While phenomenography only requires a map of the phe-
nomena, the participants were not objects that can be known. They were provo-
cateurs that took me on a ‘line of flight to elsewhere’ (Richardson and St. Pierre, 
2005, p. 972). I had duty of care to my participants not to back their experiences 
into an empirical dead end. I also have a responsibility to my audience not to 
assume the authority of representation, rather, my results are malleable and open 
to interpretation with further analysis and research. This is the conceptual inten-
tion of phenomenography that intends to be complementary to other research 
approaches. The map of each phenomenon can provide a starting point for 
further exploration. With such rich data I could not contain myself within the 
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traditional phenomenographical method. I needed to become a traveller across 
the universe of research; to move ‘across our thresholds, toward a destination 
which is unknown, not foreseeable, not pre-existent’ (Deleuze and Parnet, 1987, 
p. 25, cited by Richardson and St. Pierre, 2005, p. 972).
	 As an online researcher I want to hold in my mind’s eye Derrida’s (1994) 
vision of a future democracy; Richardson and St. Pierre’s (2005) sociological 
imagining of different and fertile relationships where people thrive; and a con-
ceptualization of Rancière’s radical intellectual equality (Otoide and Alsop, 
2015). A paradoxical utopia that is not reachable but, if I want to continue to 
theorize and methodologize the use of social media in educational sociology, I 
must continuously work towards such practice. Phenomenography can contribute 
to the methodologizing and theorizing of the online space. As a democratizing 
research approach that privileges the participants’ experiences and takes them at 
face value, the research approach is well positioned to enter the world of online 
research. The catch is that phenomenographic researchers need to be willing to 
take their well-ordered maps, look outside their tribal boundaries, and realise 
that they have the potential for charting new territories.
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Introduction

Advances in digital technologies are re-shaping the boundaries of traditional 
research methods. With access to a wide range of available online data, and a 
multitude of online data collection techniques, research can be conducted with 
large populations of people from across the world, at any one time. However, 
these new technology-enhanced research methodologies are also stimulating 
debates around research ethics. Increasingly, it is becoming apparent that exist-
ing ethical guidelines may not be appropriate for new and emerging online 
approaches to research. To illustrate such ethical considerations when conduct-
ing social research using online data collection methods, this chapter overviews 
a recently completed mixed-methods online study which investigated the use of 
online resources to support people in recovery from substance misuse. Of 
interest to the scope of this book are the online data collection methodologies 
that were used in this study, which included an online quantitative survey and 
online, real-time, live qualitative interviews. This chapter describes this study in 
detail, and the practical and ethical issues faced during the research process are 
discussed, alongside reflections on the use of online methodologies in psycho-
social research.

Background

Alongside the growing problem of online marketplaces widening opportunities 
to purchase illicit substances (EMCDDA, 2016), there has been an increasing 
prominence of online and technology-enhanced treatment and recovery resources 
for substance misuse. There is a wealth of online resources aimed at people 
embarking on the process of recovery from substance misuse (please note that as 
this research was conducted in the UK, examples provided were typically UK-
based resources, and therefore this discussion is also situated in the UK context). 
For example, there are general online information resources, such as NHS 
Choices (www.nhs.uk), which may be accessed by individuals seeking informa-
tion about certain substances (e.g. their effects and legal status), and treatment 

http://www.nhs.uk
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services that are available to support people in recovery. There are also thera-
peutic resources, including online psychosocial interventions such as Breaking 
Free Online (Elison et al., 2013, 2014), online mutual aid groups such as those 
facilitated by SMART recovery (Hester et al., 2013) and 12-step organisations 
such as Alcoholics and Narcotics Anonymous (Yarosh, 2013). Additionally, 
there are a number of online recovery forums such as ‘in2recovery’ (www.in2 
recovery.org.uk) and ‘Soberistas’ (www.soberistas.com) that are created and 
moderated by people within the recovery community, and Facebook and Twitter 
groups which can also be used for peer support and developing an online 
recovery community.
	 These online resources can support individuals who are trying to reduce or 
stop using substances through teaching therapeutic coping techniques, and by 
creating opportunities for peer support and self-help. Thus, the benefits of 
accessing these online resources may extend beyond directly supporting people 
to reduce their substance use by providing opportunities to create supportive 
social networks and empower those in recovery to take ownership of their 
recovery process. Central to this is the building of ‘recovery capital’ (Best and 
Laudet, 2010), which provides a basis on which recovery from substance misuse 
can be sustained. Recovery capital refers to the sum of internal or external 
resources that an individual has at their disposal which helps them to progress in 
their recovery and develop the skills needed to make wider positive changes to 
their life.
	 Building recovery capital via online social networks and support link to ele-
ments of ‘social’ and ‘human’ capital (Cloud and Granfield, 2008). Social capital 
relates to the resources acquired through social support and relationships, 
developed through online forum-based interactions, for example. In contrast, 
human capital relates to personal resources such as skills, health and aspirations 
(Cloud and Granfield, 2008). Online recovery communities may enhance social 
capital by extending the range of accessible social support from traditional face-
to-face methods, and also human capital in terms of strengthening digital skills 
developed while accessing these online resources. Other forms of recovery 
capital, in addition to social and human capital, are implicated in the recovery 
process, including physical resources and cultural values, although these sources 
of recovery capital are not explored in this chapter, which focuses on social and 
human capital specifically.
	 In addition to online technologies widening access to treatment and recovery 
support for substance misuse, technologies are also playing an increasingly 
significant role in conducting research into substance misuse and how people in 
recovery from substance misuse might best be supported. Substance misuse 
researchers are beginning to use online technologies to allow mass collection of 
data, such as those demonstrating quantitative treatment outcomes (Morley et al., 
2015). This has led to an increase in ‘big data’ quantitative studies, one example 
being the Global Drug Survey (Winstock, 2015), which has influenced the devel-
opment of best-practice guidelines on substance misuse treatment and harm 
reduction approaches (PHE, 2014). To date, digital methodologies, conducted 
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within the field of substance misuse, have mainly focused on the collection of 
this kind of quantitative data. Although there are some examples of qualitative 
research using digital technologies for data collection within the wider research 
literature (e.g. Ison, 2009; James, 2007; Seymour, 2001), there are very few 
instances of the use of digital technologies in qualitative research into substance 
misuse research specifically.
	 Of the qualitative online data collection methods that have been reported in 
the literature, email as a methodological tool has been used since the 1990s, this 
being not long after the introduction of the ‘World Wide Web’ in 1991. For 
example, Foster (1994) used email interviews to investigate how university lec-
turers conducted their lesson planning. Additionally, a review of the online qual-
itative research literature indicates that most studies using email interviews as a 
means of data collection, were intended to explore the online activity of particip-
ants, or investigate the use of email as a suitable method of data collection 
(Meho, 2006). A review by Meho (2006) also indicates a change in the demo-
graphics of participants recruited to such studies over the past few decades, from 
a majority of ‘professionals’ in the 1990s (e.g. Murray, 1995; Young et al., 
1998) to groups of consumers and service users in the 2000s (e.g. Curasi, 2001; 
Murray and Harrison, 2004), potentially reflecting changes in the use of email 
technology as it has become more widely used throughout society as a means of 
communication.
	 Qualitative data collection via email can be considered ‘asynchronous’, as it 
is not conducted in ‘real time’ and is not live. The relative cost effectiveness, 
lack of a need to travel to attend interviews, and large participation rates com-
pared to face-to-face interview techniques, make this methodology viable for 
many researchers (Meho, 2006), potentially contributing to the relative longevity 
of this method of data collection. In contrast to asynchronous qualitative data 
collection methods, ‘synchronous’, or real-time, qualitative data collection 
methods have also been employed in research, using online communication 
resources such as chatrooms and instant messenger services. For example, Chou 
(2001) used a designated chatroom to conduct individual and group-based inter-
views about participants’ experience of internet addiction. Additionally, Gruber 
et al. (2008) were able to recruit participants to a synchronous online qualitative 
study using a quantitative online survey, which acted as a springboard to identify 
potential participants for interviews about use of digital music players.
	 The examples of online interview studies cited above demonstrate that, 
although these methods are limited throughout the research literature generally, 
and certainly within substance misuse more specifically, they can be effectively 
employed within a wide range of areas of research, particularly to study particip-
ants’ online behaviours, such as use of websites and online resources. Therefore, 
given the lack of online qualitative research in substance misuse, and scarcity of 
formal research around the utilisation of online recovery resources for substance 
misuse, this chapter reports on a recently conducted mixed-methods study 
exploring the use of online recovery resources within the substance misuse 
recovery community. This study was conducted with the UK Recovery 
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Foundation (UKRF ), which was established in 2010, to support and build a com-
munity around recovery from substance misuse. This use of online methodolo-
gies was appropriate to explore the different types of online recovery resources 
accessed by participants and gain a wider understanding of how these different 
types of online resources are used. The use of both online quantitative and qual-
itative data collection approaches in this study also enabled triangulation of find-
ings (Creswell, 2013). To clarify, this utilisation of both data collection methods 
allows for a convergence of findings, augmenting a comprehensive under-
standing of the overall outcomes with consideration of both objective and sub-
jective views. This further increases the validity of the results by reducing the 
bias caused by using either one of the methods alone (Campbell and Fiske, 
1959).

Exploring online recovery resources for substance misuse 
using online research methodologies
To conduct this investigation into the use of online substance misuse recovery 
resources, the research team was comprised of individuals with a wide variety of 
knowledge and experience in the field of substance misuse. Of this group, two 
were researchers trained in Psychology and specialising in behaviour change 
methods (SD and SE). GD has previous experience of the commissioning and 
delivery of substance misuse and criminal justice services, and co-developed the 
online treatment and recovery programme, Breaking Free Online. JW is a clin-
ical psychologist and led the development of Breaking Free Online. MJ is in 
long-term recovery and is engaged in a variety of roles, with a focus on building 
sustainable recovery communities.
	 The use of digital online methods to collect data in this study seemed particu-
larly appropriate, given the aim was to explore the use of online resources to 
support treatment and recovery from substance misuse. Therefore, people using 
these methods of online support for substance misuse (the population of interest) 
would be assumed to already have both the digital skills and access to online 
technologies required for participation in the study. Furthermore, online method-
ologies potentially facilitate access to ‘hidden’ populations of substance users, 
given the often nefarious behaviours individuals might engage in when obtaining 
and using substances (Neale et al., 2005). Online research, such as the Global 
Drug Survey, for example, has already been conducted to gain access to a wide 
range of substance users, including those using alcohol, cannabis, opioids and 
novel psychoactive substances (Winstock, 2015). The Global Drug Survey has 
also demonstrated that digital online methods can be very successful in recruit-
ing large numbers of participants from across the substance-using population 
(McCabe et al., 2002; McCabe, 2004), such as the recent survey of 22,889 
respondents (Lawn et al., 2014).
	 Research has also suggested that online methods can enhance the anonymity 
of research participants and may result in a more balanced power relationship 
between the participant and the researcher (Hewson, 2007), evidenced by 
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indications that digital methods demonstrate higher rates of self-disclosure from 
participants compared to face-to-face methods (Joinson, 2001). This anonymity 
could be particularly important for self-disclosure in the substance-using popula-
tion, as substance use is often linked to criminal behaviour (Budd et al., 2005; 
Butler et al., 2011; Fazel et al., 2006; Mumola and Karberg, 2006) and other 
multiple and complex difficulties, such as mental health issues (Buckley, 2005; 
Drake and Wallach, 2000; Kranzler and Rosenthal, 2003), to which there may be 
stigma attached (Evans-Lacko and Thornicroft, 2010; Hartwell, 2004). However, 
it should be noted that, more recently, research has linked online communication 
via social media sites, such as Facebook, with an individual’s offline presence, 
so this linking of the online and offline worlds may compromise anonymity 
(Nguyen et al., 2012). In this study, a mixture of online communication plat-
forms, including social media sites, were suggested as options for participants to 
choose from for the conduct of their qualitative interviews. Interestingly, no 
participants who were actively working towards recovery from substance use, 
and therefore potentially still using substances, chose to take part in these inter-
views, but it cannot be ascertained whether this lack of involvement was due to 
issues over anonymity.
	 There are multiple practical benefits to conducting data collection online, 
including recruitment of large numbers of participants in a relatively short space 
of time (Birnbaum, 2004; Gosling et al., 2004; Stetina et al., 2008). However, it 
should be considered, that in order to reach larger groups of participants online, 
an array of recruitment strategies and resources still have to be employed which 
draw upon coordinated efforts and techniques including advertisements, links 
through other websites and direct emailing (Gordon et al., 2006). Research has 
highlighted the value of social media in particular in accessing large numbers of 
participants, through sharing and snowballing online posts (O’Connor et al., 
2014). There are also fewer financial and other resource implications associated 
with this approach to both recruitment and data collection compared with more 
traditional methods, such as postal questionnaires or face-to-face methods, which 
may incur transport costs (Lefever et al., 2007; McDonald and Adam, 2003; 
Wright, 2005).
	 Due to the benefits afforded by technology and the increasing use of this in 
social research, this study of online recovery resources for substance misuse 
used a combination of both quantitative and qualitative online data collection 
methods. Each of the data collection procedures used in the study, and the find-
ings from these, will now be described in more detail.

Online quantitative survey

Online quantitative survey procedure

The online quantitative survey contained questions about categories of online 
recovery resources that were decided upon following a meeting of the study 
team, comprising the research team. Participants could also enter any additional 
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resources that they used which had not been included in the survey, to offer a 
greater insight into the availability and use of these resources.
	 The survey questions that enquired as to the types of online recovery 
resources participants had accessed, were divided into six categories of 
resources: (1) therapeutic resources; (2) forums; (3) information about sub-
stances (such as side effects and legal status); (4) harm reduction; (5) mental 
health; and (6) resources for family and friends. Different, more specific, online 
resources were listed within these broader categories, with the option for parti-
cipants to add additional resources that they had used if they were not included 
in the lists provided in the survey.
	 The survey also asked questions about how long participants had used each 
online resource, what time of day they typically accessed these resources, what 
devices they used to access these resources, and their recovery status, with these 
being: ‘in recovery’ (those who were maintaining abstinence or reduced sub-
stance use), ‘not working towards recovery’ (those who reported no current dif-
ficulties with substances), or ‘working towards recovery’ (those actively working 
on reducing or stopping their substance use). Of the sample, 12% identified that 
they were working towards recovery, 56% identified themselves as in recovery, 
and 32% identified themselves as not working towards recovery. The quant-
itative data generated by the survey enabled the qualitative interviews to be tai-
lored to individuals (e.g. to ask about specific resources they had reported use of 
within the survey), and provided the basis on which further lines of enquiry and 
explanatory questions could be developed within the interviews.
	 Initially, participants were recruited to an online quantitative survey via 
snowball sampling, through advertising information about the study on online 
forums, including Twitter and Facebook via Breaking Free Online’s and in2Re-
covery’s pages, which were then shared on other substance misuse organisations 
and websites. In addition to substance use information websites (e.g. www.
dsdaily.org.uk), the study was advertised via conferences and public events with 
a focus on substance use. Participants who were interested in taking part in the 
study were provided with a URL to access the online survey though ‘Survey 
Monkey’ (www.surveymonkey.co.uk). After excluding participants who identi-
fied themselves as being under the age of 18, a total of 130 participants 
responded to this online survey (51% males, 48% females, 1% not specified). 
Participants had an average age of 45 years, with a range of 20–67 years.

Ethical considerations for the online quantitative survey

Established ethical guidelines state that participants should give their informed 
consent, if they are deemed capable, prior to taking part in any research study 
(British Psychological Society, 2010; Ess and Association of Internet Research-
ers, 2002). Participants need to be fully aware of what the research will involve 
and of their rights as a participant, for them to make a decision regarding their 
participation. Therefore, to explain the purpose and design of the study, parti-
cipant information concerning the content of the survey was displayed in the 
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advertising material for the study. This information was again reiterated on the 
first page of the online survey and participants were asked to read the informa-
tion before going on to complete the survey. This information also clearly stated 
that participants were free to withdraw from the study if they wanted to, without 
reason, with this right to withdraw forming a key component of informed 
consent, as a participant should be allowed to remove their consent to participate 
if they wish (British Psychological Society, 2010). This ethical consideration is 
particularly important within healthcare and in clinical populations, and particip-
ants should be made aware that withdrawing from a study will not affect the 
support or treatment that they are currently receiving. In this study, an ‘exit this 
survey’ button was made clear to participants, which was at the top of every 
page of the survey, as participants could exit the survey and return at a later date 
to complete it if they wished to do so. Participants were also given contact 
details of the principal researcher (SD) and informed that they could contact her 
for more information should they need it. Entry into the survey was taken as 
consent to participate in the study.
	 An additional ethical consideration was that only participants aged 18 or over 
could take part in the study, to ensure that no child or minor took part in the 
research without their principal caregiver’s permission. Participants under the 
age of 18 could be considered a vulnerable group, as they may not be deemed 
capable of giving their informed consent to take part in research, therefore, 
applying procedures to mitigate against minors or children participating in 
research studies is intended to protect them from this potential risk (British 
Psychological Society, 2010). These age-related exclusion criteria were clearly 
stated in the advertising materials. However, before commencing with the 
survey, participants were asked to confirm whether they were aged 18 or over, 
and so if any participants indicated that they were under 18, their data were 
excluded from the study. All participants could also only enter the survey once 
from the same Internet Protocol (IP) address, therefore if participants were 
excluded from the study, they could not re-enter, or at least not from the same 
device. Although not foolproof, this acts as an initial safeguard against child or 
minor participation and repeat attempts at survey entries. Stating date of birth 
was also a requirement within the survey, with this information being used to 
identify anyone under the age of 18, so that their data could be deleted.

Reflections on conducting the online quantitative survey

Although the survey was advertised through a variety of means, including con-
ferences and public events related to substance misuse, it appeared that online 
posts to promote the survey considerably boosted numbers, as participant rates 
were seen to increase immediately following information about the survey being 
posted online via websites and forums. To enhance recruitment, such informa-
tion was posted online periodically during the study, and was included across a 
range of online resource sites, such as information pages and forums. Permis-
sions were gained from relevant site moderators before this information was 
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shared across online resources, and the posting of this research information was 
restricted to ‘business’-related websites as opposed to ‘personal’ profiles, to 
maintain professional boundaries (British Psychological Society, 2012).
	 Overall, the initial online quantitative survey was beneficial in gaining access 
to a large sample of participants within a relatively short amount of time. This 
helped in the exploration of the use of these online resources, and highlighted 
the links between the use of different kinds of recovery resource use and 
different phases of the recovery process, which will be discussed in detail later 
in the chapter. However, it could be seen here that the survey design was 
impacted by the digital mode of delivery, and each category of recovery resource 
was allocated its own separate page to improve the layout of information. For 
this reason, many answers to ‘other additional resources’ included resources that 
were listed on succeeding pages, thereby causing repetition in the data. Future 
researchers may wish to consider this in similar research designs and make clear 
where answers may overlap.

Online qualitative interview

Online qualitative interview procedure

At the end of the online quantitative survey, participants were asked if they 
would like to take part in an online qualitative interview about their experiences 
of using online recovery resources. If they were interested, they were asked to 
supply their email address so that the principal researcher could then email the 
participant with further information about the qualitative interview phase, and 
ask if they would like to take part. If they were happy to take part, the participant 
was asked when the most convenient time for the interview might be and what 
the most appropriate means of contact for the interview was, such as via email or 
instant messenger services. Asynchronous interviews, such as emails, were the 
preferred choice for most participants, however, reasons behind this were not 
explored. However, it is likely that these preferences reflected participants’ 
availability during office hours (weekdays from 9 a.m. until 5 p.m.) as this is 
when the interviews were conducted.
	 Qualitative interviews were semi-structured and questions were open-ended 
to elicit further information on participants’ use of online recovery resources. 
General questions forming the basis of the interviews were decided upon by the 
researcher team. Questions were adapted and personalised to suit each individual 
participant and were based on their initial quantitative survey responses, for 
example, asking for more information about their use of the resources they 
reported accessing in their survey responses. Interviews were text-based and 
participants were told that they could use abbreviations and ‘emojis’ in their 
interview if they wished, however, these were to be elaborated on if required.
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Ethical considerations for the online qualitative interviews

Prior to taking part in the interviews, participants were once again sent informa-
tion about the purpose of the interview to ensure that informed consent to parti-
cipate was gained from the sample (British Psychological Society, 2010). This 
information was sent either via email attachment for asynchronous interviews, or 
was copied into the text of the start of each synchronous interview. Participants 
were told that any information they shared would remain anonymous, and that 
any personally identifiable data would be removed from the interviews and not 
shared with anyone outside of the research team, to comply with ethical standard 
of confidentiality (British Psychological Society, 2010).
	 Before interviews were held, participants were also reminded of their right to 
withdraw from the study at any time, without reason, and that they did not have 
to respond to a question if they did not want to. However, participants were 
asked that they made their choice to withdraw or not respond to a question 
explicit to the interviewer during the interview. This was important as any inac-
tivity during a synchronous interview could be mistaken for a slow response or 
the participant briefly leaving their electronic device to attend to something else. 
Similarly, if the participant was to leave the conversation during a synchronous 
interview, this could be mistaken for problems with the internet connection or 
the device. Therefore, participants were asked to inform the researcher that they 
were leaving the interview if this occurred.
	 As interviews were entirely text-based, this meant that no microphones or 
web cameras were used. This was done to protect both the interviewer and inter-
viewee, and to increase confidentiality. This also served a practical purpose as 
no audio transcription was necessary following completion of the interviews as 
all data would already be text-based, although some minor amendments had to 
be made to some interview transcripts, for example, to correct spelling errors. 
This text-based approach also mitigated against any potential internet issues 
which might impact upon the interview. For example, a slow internet connection 
resulting in gaps in audio and therefore difficulties understanding what the parti-
cipant or researcher was saying, potentially leading to miscommunication and 
frustration. Furthermore, in the case of asynchronous interviews, such as emails, 
the use of live audio is not possible and so only text could be used to com-
municate to participants. Therefore, using text across both synchronous and 
asynchronous interview formats allowed some standardisation to occur between 
the two interview methods.

Reflections on conducting online qualitative interviews

There were some difficulties experienced with recruitment to the qualitative 
interview phase of the study, as in some instances, email addresses provided 
by  participants following the online quantitative survey were incorrect. It is 
therefore recommended that future studies either ask participants to enter their 
email address twice, to avoid potential accidental typographical errors, or ask 
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participants to confirm their email address by clicking on a link sent to their 
email address. A further problem experienced, was that participants did not 
always respond to the emails sent to them, including the initial email following 
recruitment to the study, and any follow-up emails. In a review by Sheehan 
(2001) about email survey response rates, it was suggested that unsolicited 
emails may be less likely to be responded to as they could be perceived as con-
taining viruses, especially if from an unknown sender, or automatically filtered 
out of an email inbox into a junk folder. Evidence by Mann and Stewart (2000) 
and Dabbish et al. (2005) further suggest that retention and response rates may 
be influenced by participants’ perceived experiences of the email interview as 
interesting and important. Furthermore, compared to face-to-face interviews, 
email interviews can lack a sense of human engagement and connectedness, also 
potentially reducing response and retention rates (James and Busher, 2006). 
However, difficulties with recruitment are not specific to online research 
methods and can be seen throughout social research generally (e.g. Allsup and 
Gosney, 2002; Howard et al., 2009). Future research may wish to employ incen-
tives to encourage a greater response rate, but should ensure that appropriate 
ethical concerns are managed, including ensuring that incentives are not 
disproportionate.
	 There were some differences between the synchronous and asynchronous 
interviews regarding the outcomes and practicalities of these online qualitative 
interview approaches. On the one hand, synchronous interviews were the most 
similar to face-to-face qualitative interviews as there was an almost immediate 
response to questions, which resulted in interviews being conversational in tone. 
Practical benefits of the online modalities through which these synchronous 
interviews could be conducted, such as instant messenger services, include that 
the screen displays when the other person is typing, which allows the researcher 
to give the participant time to respond before asking another question. Other 
advantages to conducting synchronous online interviews were that topics or 
interesting insights raised by the participant could easily be probed by the 
researcher and elaborated upon, and questions could easily be guided by 
previous answers. More in-depth information was also more likely to be pro-
vided by participants using synchronous interviews, such as descriptions of past 
experiences, to add further context to answers. Nonetheless, there were some 
difficulties experienced with this synchronous interview approach. For instance, 
synchronous interviews were difficult to set up, as this involved finding a time 
when both the researcher and participant were available. This was particularly 
problematic as interviews could take over an hour to complete. Despite emails 
being sent to participants to remind them about the interview, some participants 
also forgot their interview date, which delayed the interview process.
	 In contrast to synchronous interviews, asynchronous interviews allowed parti-
cipants to respond to questions at a time most convenient to them. A list of ques-
tions was emailed to participants based on the general interview schedule, and 
was personalised to each participant based on their responses from the initial 
quantitative survey. Participants would be asked to reply, via email, by copying 
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the questions into their reply and responding under each question, so that ques-
tions and their corresponding answers could be matched up. This process was 
then repeated to probe for further information based on the participants’ previous 
responses. This approach was perceived as easier and quicker for the researcher 
to initially prepare for compared to synchronous interviews, as asynchronous 
interviews allowed the full set of interview questions to be sent in one email, 
rather than having to ask each question in turn during an instant messenger con-
versation, and then waiting for separate question responses before moving onto 
the next question. However, the overall time taken to complete an asynchronous 
interview could be weeks, due to the delay between sending the interview ques-
tions to the participants and receiving their answers to the interview questions. 
Furthermore, although more participants were happy to be interviewed in this 
way, perhaps due to the ease of responding to questions at a time convenient to 
them, answers to questions and further probes for more information were par-
ticularly brief, and participants did not always go into sufficient detail about their 
experiences. This may have impacted upon analyses of qualitative data and 
theme development, as key information surrounding the use of online recovery 
resources may have been missed.
	 The flexibility to use both synchronous and asynchronous interviews meant 
that it was easier to retain participants. For example, if participants missed their 
scheduled synchronous interview, they were offered the option of completing 
their answers via an asynchronous email interview. However, as this method of 
data collection is relatively under-researched, there is limited information to 
suggest which approach, synchronous or asynchronous, proffers adequate 
information for qualitative data collection. In this instance, however, it was 
found that asynchronous interviews generally resulted in short responses and 
little expansion of ideas, which made analysis of these interviews more difficult 
compared to synchronous interviews.

Findings from the study
The aim of this study was to explore the uses of online recovery resources for 
substance misuse, through online data collection methodologies. This mixed-
methods study used a quantitative online survey and online qualitative inter-
views to investigate the range of online substance misuse recovery resources 
available, and how these resources are used by individuals at different stages of 
their recovery journeys. As the population of interest for the research was those 
who were actively using online resources, this study did not consider those who 
are digitally excluded, and so this research cannot state the overall proportion of 
those who access online resources compared to those involved in substance 
misuse recovery who do not access online resources. However, by conducting 
this research, the availability and potential suitability of online resources were 
explored, with the aim to facilitate further research in this area.
	 Evidence from the online quantitative survey of this mixed-methods study 
suggests that online forums, such as Facebook and Twitter, were the most 
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highly accessed recovery resources by participants. Additionally, these online 
resources were more likely to be accessed in the evening compared to other 
times of day, particularly by those who were actively ‘in recovery’ or ‘working 
towards recovery’ from their substance misuse. These findings are supported 
by data from the online qualitative interview phase of the study, which indi-
cate that the use of online recovery resources allowed participants to actively 
work on their recovery outside of typical treatment service opening hours, such 
as evenings and weekends. This is important, as recovery from substance 
misuse is a long-term, continual process that cannot be constrained by service 
opening hours, with participants in the qualitative interviews reporting that dif-
ficulties with cravings, for example, can be experienced at any time of day. 
Moreover, some individuals identified that they could not access recovery ser-
vices within usual opening hours, due to work commitments or child care 
arrangements, for example. Therefore, these online resources may help to 
overcome some of these time-bound limitations to accessing offline recovery 
services.
	 As the online quantitative survey asked participants about their current per-
ceived stage of recovery, this information was used to examine potential differ-
ences between these recovery stage groups in relation to which online recovery 
resources they accessed. The three recovery stage groups were currently 
‘working on their recovery’ from substance misuse (actively trying to reduce or 
stop using substances), ‘in recovery or abstinent’ from substances (maintaining 
recovery from substance use), or currently ‘not working towards recovery’ (no 
perceived difficulties with substances). Between-group analyses revealed that 
those who were currently ‘working towards recovery’ and thus taking action to 
stop or reduce their substance use, were more likely than those who were either 
‘in recovery’ from substance misuse difficulties or ‘not working towards 
recovery’, to use therapeutic resources. Online therapeutic resources include 
psychosocial and behavioural change interventions, or online structured mutual 
aid groups run by trained facilitators. These therapeutic resources explore the 
underlying causes behind substance use and facilitate behavioural change and 
the development of coping skills. One such example would be the use of online 
cognitive behavioural therapy programmes such as Breaking Free Online, or 
online mutual aid groups such as SMART Recovery.
	 Qualitative data confirmed many of the findings from the quantitative survey, 
and revealed details of some of the specific benefits of the different kinds of 
online recovery resources reported as being accessed in the quantitative survey. 
For example, participants reported that benefits of online recovery resources 
extended beyond being available outside normal treatment service hours, and 
included several wider benefits compared to the offline realm more generally. 
Online resources were reported as being particularly useful in overcoming the 
social anxiety that may be experienced with face-to-face or group therapy within 
services. Moreover, those who perceive themselves as ‘in recovery’, and who 
were therefore less likely to be accessing traditional offline recovery services, 
reported that they were more likely to use online recovery resources to help them 
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maintain their abstinence from substances, and used these online resources as a 
relapse prevention tool.
	 Some participants also reported that they facilitate or contribute material to 
some online recovery resource sites, and that while these materials are intended 
to benefit others in their recovery, contributing to developing these online 
resources also helped participants to maintain their own recovery. This act of con-
tributing to online recovery materials made participants feel like they were 
‘giving back’ to the recovery community. This finding is supported in the mutual 
aid literature, which emphasises the importance of supporting others as a part of 
an individual’s own ongoing recovery from substance misuse (Borkman, 2008). 
This suggests that online resources can empower individuals in recovery by 
giving them a place to develop and share their own ideas and experiences, chang-
ing traditional top-down views around treatment, to that which is more peer-led. 
The online survey also revealed that use of recovery forums was common among 
survey respondents, with the qualitative interviews indicating that this may be in 
part explained by the use of online recovery resources as a means of connection 
with others in recovery from substance misuse. Qualitative interview participants 
reported that these online resources offered support and friendship, and reduced 
feelings of loneliness by creating an online community around recovery.
	 Notwithstanding the benefits of online substance misuse recovery resources 
reported in the qualitative interviews, the importance of using both online and 
offline resources was also stressed by most participants, as they felt it was 
important that those in recovery did not ‘isolate’ themselves online, but instead 
accessed other forms of support via offline services. An interaction between the 
online and offline worlds was also reported throughout the online qualitative 
interviews. For example, online resources were reported as providing an initial 
point of contact for offline services, such as a telephone number, or contact 
details and meeting times of a local offline group, which might at first be found 
via a website. In contrast, offline resources and groups designed to support the 
development of digital skills were reported to help facilitate access to technology 
more broadly, and online recovery resources more specifically. This interaction 
was also applicable beyond participants who identified in the study as service 
users, to those participants who had previously been service users and who were 
now working in the substance use sector as professionals. These participants 
reported that they use online resources to communicate with some service users 
who were not able to make it to offline meetings. Therefore, in addition to these 
online recovery resources being perceived by participants as proffering benefits 
for those in recovery from substance misuse, participants reported that online 
resources may be best used in tandem with more traditional offline resources in 
order to take advantage of each other’s relative strengths. Therefore, while there 
is a clear distinction between the online and offline worlds, perhaps each stand at 
alternate ends on a continuum of available support, with a combined approach of 
both methods offering the best outcomes.
	 Despite the perceived benefits of online recovery resources, participants iden-
tified that the principal barrier to accessing these online resources was the lack 
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of available signposting information stating which resources were suitable for 
participants and where these can be found. Consequently, further work is needed 
not only to further expand knowledge around the use of these online recovery 
resources within the substance use sector more generally, but also to explore 
ways to increase awareness and access to these resources. Online and digital data 
collection methodologies may help to facilitate further research to achieve 
these aims.

Overall reflections of using online approaches to research
Overall, the process of using online data collection methods to conduct this 
research was interesting. It is arguably difficult to access this population of 
interest; people in recovery from, or still using, substances can be reluctant to 
participate in such research, as admitting to substance-using behaviour can often 
incur legal implications. However, online methods may provide a means of par-
ticipating by maintaining suitable distance between these behaviours and the 
researcher, as some anonymity can be maintained, as discussed previously. As a 
result of using these online methods, this research has enabled an exploration of 
online behaviour around substance use treatment and recovery resources within 
this ‘hidden’ population. Furthermore, the use of online data collection methods 
seemed particularly appropriate to study the use of online substance misuse 
recovery resources and specifically target people who use these. The focus of 
this research was particularly novel due to the limited examples in the literature 
of the use of these online methods of data collection, particularly in relation to 
qualitative data collection, and specifically within substance misuse. Addition-
ally, the study raised some interesting points of consideration with regard to 
developing strategies to adhere to ethical considerations when conducting such 
online, digital research.
	 Further work is planned to follow up this research with an international 
sample of participants, as the current study was restricted to UK recovery com-
munity members, with the aim to use the information gathered about different 
online recovery resources to create a signposting document for those personally 
experiencing or working with individuals with substance use difficulties. The 
lack of any signposting resources to these kinds of online recovery resources for 
not only service users, but also their family and friends, was reported in the qual-
itative interviews conducted, which means that people are not always able to 
access the most appropriate online support, if any. To complete this additional 
research and develop these signposting resources, the use of online data collec-
tion methods will be essential to reach participants from across the globe easily 
and inexpensively.
	 The novelty of this online approach to conducting research was apparent 
when arranging qualitative interviews with participants, as many preferred to 
talk face-to-face or over the telephone, rather than over the internet. This may 
reflect participants’ familiarity with these other methods as a means of commu-
nication. Participants who wished to use offline methods of communication were 
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reminded of the aims of the research, to use online methods to explore the use of 
online resources, and were asked if they were happy to proceed with an online 
interview. All of these participants were then happy to use online methods to 
continue with the research. Also, while it may be reasonable to assume, as this 
study did, that participants actively using online resources would have a degree 
of digital skill, it was perhaps naïve to infer confidence in using these online 
resources, as a few participants reported difficulties particularly when using 
applications such as instant messenger services. It would be interesting to inves-
tigate the preferences of participants with regard to using online or offline data 
collection methods, and explore how these preferences are influenced. Future 
research could consider using both modalities to ensure that data collection is in 
line with these individual preferences.
	 Currently there is limited guidance in the literature on how to conduct these 
types of online data collection approaches to research, specifically using real-
time online qualitative interviews. Furthermore, ethical guidelines on the use of 
digital methods are still undergoing development. Ethical guidelines provided by 
organisations such as the Association of Internet Researchers (Ess and Associ-
ation of Internet Researchers, 2002; Markham and Buchanan, 2012) and the 
British Psychological Society (British Psychological Society, 2013) provide 
some information on the ethical ideals that must be upheld within research, such 
as ‘autonomy’ and ‘responsibility’. Largely these reflect the ethical considera-
tions that are also relevant to non-digital research. However, there is a lack of 
practical solutions for how these ethical guidelines should be adhered to within 
online research. For example, how can one ensure that informed consent has 
been given? This could be as simple as asking the participant if they understand 
what they will have to do as part of the study, if they understand their ethical 
rights, and if they still want to continue with the study. Then again, if the aim of 
the research is to explore pre-published blog posts or forum comments, gaining 
informed consent may be more difficult, especially as contact information is not 
typically shared and many people operate on online forums under pseudonyms 
to protect personal information and identities, which can make contact challeng-
ing. It might even be unclear as to whether informed consent is needed, as blog 
and forum posts are already in the public domain. It would appear that applying 
common sense is the most appropriate method to conducting online research 
within the digital domain. For example, Markham and Buchanan (2012) recom-
mend that ethics should always consider the rights of the participant, the restric-
tions of the ‘venue’ or site, and if in doubt, consult and collaborate with other 
researchers. There are also concerns about where to go for ethical approval for 
industry research that is not affiliated with a university or health service, which 
needs to be made clearer.

Conclusion
Social science researchers are increasingly making use of online and digital tech-
nologies as a means of collecting data. However, while these approaches may 
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serve some practical benefits, there is limited information both on how best to 
conduct this research, and on the specific ethical guidelines that should be con-
sidered during this process. This study, exploring the use of online treatment and 
recovery resources within substance use, serves as an example of how an online 
mixed methodology design can be used to investigate data, and some of the prac-
tical and ethical considerations encountered during this process. Specifically 
addressed within this study was the use of an online quantitative survey and fol-
low-up online qualitative interviews, to investigate online recovery resources use, 
with findings suggesting the importance of an interaction between online and 
offline resources to support recovery from substance misuse, and the use of online 
spaces to revolutionise treatment by giving agency to those in recovery. While the 
ethical issues surrounding these forms of data collection are discussed, overall, it 
may be unrealistic to develop specific ethical parameters for every type of data 
collection method, and every online tool that can be used to facilitate this. There-
fore, a common-sense approach is suggested, using prior ethical knowledge within 
the constraints of the rules and regulations of specific websites. An increased con-
fidence in the ability to conduct this online research, safely and appropriately, may 
encourage further study in this area and increase the practical knowledge within 
the literature of how to incorporate these methods into research.
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5	 Exploring breast cancer bloggers’ 
lived experiences of ‘survivorship’
The ethics of gaining access, analysing 
discourse and fulfilling academic 
requirements

Cathy Ure

Introduction
Breast cancer is a subject area that generates significant online interest. In 
January 2016, a Google search using the term ‘breast cancer blogs’ suggests 
over 15 million blogs, generated by media outlets, charities, healthcare organisa-
tions and individuals affected by the disease, are accessible on the internet. This 
chapter reflects on the ethical challenges arising from a study, carried out for an 
MSc-level dissertation, which used personal blogs written by women living with 
and beyond breast cancer. The study aimed to explore how women blogged 
about their experiences of breast cancer ‘survivorship’ through the analysis of 
blogged discourses used to position ‘self ’ in relation to ‘survivorship’ and living 
with and beyond breast cancer. It was prompted by a growing awareness of the 
increasing number of women living beyond breast cancer (Maddams et al., 
2012); the proliferation of online communication bringing women diagnosed 
with breast cancer together through informal ‘social’ networks (Attai et al., 
2015; Bender et al., 2011; Katz et al., 2015); and challenges arising from the 
concept of ‘survivorship’ (Doyle, 2008; Feuerstein, 2007; Jagielski, Hawley and 
Griggs, 2012; Khan, Rose and Evans, 2012) and what it meant to women living 
with and beyond breast cancer.

Why research blogs?
Today, approximately 550,000 women are living with or beyond breast cancer in 
the UK. Due to earlier diagnosis, improvements in treatment and an ageing 
population, this number is anticipated to increase threefold by 2040 (Maddams 
et al., 2012, 2009) While it is good news that breast cancer survival is improv-
ing, recent empirical evidence concludes women have unmet emotional, physical 
and psychosocial needs post treatment (Aaronson et al., 2014; Burg et al., 2015; 
Eccles et al., 2013; Maher and McConnell, 2011). Against this background, 
experiences of long-term ‘survivorship’ are increasingly of interest to healthcare 
professionals, policy-makers and researchers and yet, women’s illness narratives 
posted online remain an untapped data source for understanding the ‘lived 
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experiences’ (Gualtieri and Akhtar, 2013; Keim-Malpass et al., 2013) of women 
living with and beyond breast cancer. In a systematic review of the uses, benefits 
and limitations of Social Media for Health Communication, Moorhead et al. 
(2013) reported that between January 2002 and February 2012, 13 articles relat-
ing to blogging and health communications had been published in peer-reviewed 
articles. Only one was related to cancer (Chung and Kim, 2007) and none were 
conducted in relation to breast cancer or used discourse analysis.
	 Interested in the idea of advancing knowledge through the exploration of 
‘illness’ blogs, I was also compelled by Hookway’s (2008) argument that blogs 
offered substantial benefits for social scientific research in that they provided 
similar, but far more extensive opportunities than their ‘offline’ parallel of qual-
itative diary research. Hookway (2008) argues that blogs offer practicality in 
terms of sourcing data; they have the capacity to ‘shed light on social processes 
across space and time’ (p. 93) and they provide insight into everyday life. Per-
sonal blogs are naturalistic data in textual form. They provide immediate text for 
analysis, which is free from the influence of a researcher and therefore produces 
experiential discourse that has not been shaped by an outside influence. The 
issues blogged about, perspectives taken and emotions expressed in personal 
breast cancer blogs are written as an expression of personal experience and 
seemed an obvious environment to explore in order to understand women’s 
experiences of ‘survivorship’. In addition, blogs provide a publicly available, 
low-cost and instantaneous technique for collecting substantial amounts of data 
that is unhindered by geographical limitations (Hookway, 2008). I felt retro-
spective blog analysis was an approach which enabled an investigation into the 
way breast cancer bloggers experience ‘discourse, meaning and reality’ 
(Bearden, 2008). It enabled exploration of how women living beyond breast 
cancer represent their identities and the benefits achieved from living their breast 
cancer experiences online. Gumbrecht (2004) describes the blog as a ‘protected 
space’ for communication and self-presentation (cited in Schmidt, 2007, 
p. 1412), which strives to ‘balance staying private and being public’ (Schmidt, 
2007, p. 1413). This suggests blog writing as a performance (Goffman, 1959), 
an idea built upon by Hookway (2008), who argues that ‘blogging might be con-
ceptualized as a disembodied form of “face-work” concerned with the art of self-
representation, impression management and potential for self-promotion’ (p. 96). 
I anticipated that the investment made in the personal construction of a blog 
would result in breast cancer bloggers sharing more candidly and honestly about 
their own lived experiences than would be the case in an interview situation. 
Blogs were also a reflection of experience over time and not subject to a nar-
rative developed within a limited interview period. More critically, blogs are 
written either implicitly or explicitly for an audience. It is the presence of an 
audience together with the opportunity for dialogue and joint content production, 
between the blog author and the blog reader, which makes blogs an exciting, 
untapped social research resource that can provide rich insight into the ongoing 
experiences of living with breast cancer. In contrast, using more traditional qual-
itative interview techniques, such as focus groups or interviews would change 
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the nature of the knowledge of women’s experiences of ‘survivorship’ discourses 
as they would be shaped by the questions or areas of investigation raised by the 
researcher. In addition, as a researcher naïve to the experience of living with 
cancer or chronic illness, I was concerned this might unwittingly present barriers 
rather than enabling a candid sharing of what ‘living with and beyond cancer’ 
means on a daily basis.

Interpretivist epistemology: the approach taken to 
understanding meanings of ‘survivorship’
Documet et al. (2012) report that literature exploring what it means to be a breast 
cancer ‘survivor’ is limited. In a broader study of cancer ‘survivorship’ and dis-
courses of identity, Little et al. (2002) identified that ‘surviving’ or living with a 
previous diagnosis of cancer changes the sense of personal identity (p. 171). The 
authors argue that understanding these changes is necessary to understand ‘what 
it is to be a cancer survivor’. Despite establishing this need, Park, Zlateva and 
Blank (2009) commented that ‘little is known about post-cancer identities’ 
(p. 430) and it remains an emerging field of study.
	 Twombly (2004) argued that the term ‘cancer survivor’ was originally used 
as ‘a motivating psychosocial term’ to encourage people to ‘learn to fight’ 
cancer. It was ‘designed to empower patients to make decisions about their care 
and to push for better research and treatment’ (p. 1414). Using the term ‘patient’ 
was not ‘consistent with the newer view of an informed and active participant in 
care, which is what the term ‘survivor’ was seen to imply’ (p. 1415). A ‘survi-
vorship’ narrative therefore emerged ‘as part of our culture’ which was posi-
tioned as producing ‘changes in personal identity’ (Little et al., 2002, p. 170). 
For many who had cancer, this was seen to involve the ‘integration of a new, 
and perhaps permanent identity’ (Zebrack, 2000, p. 238) – that of ‘cancer survi-
vor’. However, positioning everyone receiving a cancer diagnosis as ‘survivor’ 
has been seen to be controversial. Twombly (2004) reported that the President of 
the National Breast Cancer Coalition in the USA argued that ‘defining everyone 
who has ever had breast cancer as a survivor paints more of a pretty picture of 
breast cancer than exists’ (p.  1415). It also implies that those affected by the 
disease ‘readily embrace the identity of survivor’ (Kaiser, 2008, p. 79). As the 
‘survivorship’ discourse has become culturally embedded, those affected by a 
diagnosis become positioned by pre-existing discourses.
	 In order to understand how women living with and beyond breast cancer posi-
tion ‘self ’ in relation to ‘survivorship’ and living with and beyond breast cancer, 
I felt an interpretivist approach using discursive analysis of blogged texts would 
enable insight to be developed through exploring meanings, nuances and the 
depth of discourses which demonstrate the complexities and limitations of 
common discourses used relating to ‘survivorship’. This interest in the perfor-
mative (Burr, 2003; Goffman, 1959) nature of breast cancer ‘survivor’s’ blog 
writing gave rise to some interesting ethical challenges which will be discussed 
in this chapter. Critical discursive analysis assumes that linguistic material is 
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action-orientated, that is, that language performs certain social functions, such as 
justifying or questioning or accusing (Breakwell et al., 2012. Through this 
approach it is possible to examine how women construct accounts of living 
beyond breast cancer and ‘survivorship’ and what these accounts have to say 
about the representations of cancer ‘survivors’ in the wider social context. The 
analysis of data focuses on what is said and how it is said. I set out to identify 
the dominant forms of representations constructed by the repertoires (Potter and 
Wetherell, 1987), the ideological dilemmas experienced (Billig et al., 1988) and 
what kinds of subject positions (Davies and Harré, 1990) were commonly 
available with a focus on power relations, agency and structure and authority 
(Salmons, 2016).

The ethical entanglements of collecting blog data for analysis
What has become clear is that while important contributions are being made in 
grappling with ethical issues coming out of online research from professional 
bodies (BPS, 2007, 2013) and from member-based academic associations (AoIR, 
2002, 2012), there remain gaps in the literature explicitly describing the practical 
processes of ‘ethical’ decision-making and the actions taken when conducting 
such research. Henderson, Johnson and Auld (2013) describe a ‘stark silence’ 
(p.  548) when it comes to ethical issues addressed in social media research 
studies with ‘relatively few researchers’ writing about the ethical research prac-
tices, decisions and dilemmas involved in using social media as part of a 
research process (p. 546). This leaves a sizeable gap in the literature and fails to 
support undergraduate and postgraduate learning about both the complexity of 
and potential solutions to supporting the ethical conduct of research in this field. 
In my own area, I was surprised to see both limited attention given to exploring 
the blogs of women living with breast cancer and to discover there had been 
very different approaches taken to using content generated online by women 
detailing their experiences of breast cancer. Some research studies accessed 
blogs without seeking informed consent, that is to say blogs were considered to 
be public, with no particular ethical considerations raised (de Boer and Slatman, 
2014; McNamara, 2007). In studies of women’s narratives of their breast cancer 
experiences, Pitts (2004) and McNamara (2007) considered women’s blogs as 
purposefully written for a public audience. They deemed consent was not neces-
sary and used the pen names used by bloggers to identify and cite extracts used 
in analysis. A hybrid approach has also been adopted whereby those bloggers 
who had an email address published on their blog were asked for permission to 
include their blogs for analysis whereas a larger group of bloggers who did not 
have an email address linked to their blog were not asked for permission (Keim-
Malpass et al., 2013). These examples show the ethical parameters for collecting 
information in online public spaces are ambiguous (AoIR, 2012) and researchers 
debate what is appropriate ethical practice. There still remains, after over 20 
years debate, no consensus among social scientists regarding what is private and 
what is public online (Stevens et al., 2015).
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	 Given the approaches taken to accessing blogs previously it is perhaps unsur-
prising that when initially outlining my research proposal for this study, I was 
encouraged to be expedient, given the relatively short timeframe available to 
complete a dissertation research project. I could consider blogs to consist of 
‘open data’ if they were not password-protected by their authors, an approach 
commonly used. Given the timeline for this project, this was tempting as it 
removed barriers to beginning the data collection process. However, some debate 
ensued as to whether a blog analysis study ‘needed’ to be submitted to the 
University Ethics Review Panel. As we have seen, some researchers do not seek 
ethical approval from their institutions as they argue the data is already ‘public 
data’. In contrast, some researchers argue that social media data is in the public 
domain but still seek institutional ethical approval (Attard and Coulson, 2012; 
Coulson, Buchanan and Aubeeluck, 2007). Exploring these different approaches 
created time for investigation and reflection, and enabled the use of ‘reflexivity 
as a resource’ (Guillemin and Gillam, 2004) about my own axiological beliefs 
which would underpin my approach to the analysis of breast cancer blogs. In 
trying to determine the ‘right approach’ to take, I began to draft an application 
for ethical approval and found this to be an extremely useful process for con-
sidering whether I was researching secondary data or data from ‘human particip-
ants’ (BPS, 2007, 2009, 2013). At the same time, I read and searched for blogs 
written by individuals who met my ‘search criteria’. I tried to put myself in the 
shoes of the blogger as I shaped my ethics application and in doing so I was con-
stantly faced with the question of what does it mean to ethically ‘do the right 
thing’ (Bliss and Rocco, 2013) when conducting blog analysis?
	 Is blog data secondary data already existing in the public domain? Or is the 
subject at the heart of this study the key – the women living beyond breast 
cancer? If so, any research using ‘human participants’ requires ethical approval to 
meet both university requirements and those of the British Psychological Society. 
Given the ambiguity created by the ‘private-public debate’ and taking on board 
the viewpoint of Henderson et al. (2013) which argues that researchers cannot 
rely on ethical research committees to be our ‘ethical compass’ due to their own 
‘struggle to deal with emerging technologies and their implications’ (p. 546), I 
chose to focus on the ‘subject’ at the heart of this research project – the women 
living with and beyond breast cancer. Having begun to immerse myself in the 
writings of the breast cancer blogging community, I could recognise that bloggers 
may consider their publicly accessible blogs to be ‘private’ even though they 
would have accepted the terms of the End User Licence Agreements employed 
by web service providers which effectively makes them ‘public’ to all (BPS, 
2013). It seemed that gaining institutional ethical approval was not only ‘the right 
thing to do’ but was key, given my focus on hearing and presenting women’s 
voices in relation to ‘survivorship’. How ethical would it be to report on women’s 
discourses relating to breast cancer ‘survival’ through surveillance rather than 
engagement? Pragmatically, the university’s ethical approval also offered cred-
ibility for when I would seek bloggers’ permission to analyse their blogs. This led 
to an ethics application being submitted and approved without correction.
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The ethical entanglements of conducting critical discursive 
analysis on blog data
One of the challenges of conducting discursive analysis of blog posts is the need 
to be able to quote in full from blog posts to enable interpretation of the data to 
be transparent. Key tenets of the ethical use of internet-mediated research 
include confidentiality and anonymity (Beninger et al., 2014; BPS, 2007, 2013). 
These tenets create challenges for discursive researchers of online content given 
the ease with which quotes from online sources can be ‘Googled’ to trace their 
origins (BPS, 2007; Eysenbach and Till, 2001). While the BPS encourages 
researchers to paraphrase or use ‘composite characters for analysis’ (BPS, 2007, 
p.  4) to ensure anonymity, this approach is not appropriate for a discursive 
psychological methodology. Given that I would need to use direct quotes in the 
analysis and write-up of this study, the BPS guidelines indicated that written 
consent for use of quoted publicly available data was required (BPS, 2009). In 
my mind, I needed to address this issue in the earliest stages of contact with 
potential participants. There is, however, limited discussion in empirical papers 
outlining how discourse analysts of health-related blogs have determined their 
strategy for quoting blogged texts or how this has been addressed with bloggers. 
For example, a study analysing discourses relating to mothers’ blogs of the med-
icine use of their children with ADHD (Clarke and Lang, 2012) quoted blog 
texts in full but took care to remove any identifying data. Another explored 
parents’ blogged discussions of childhood depression, in which pseudonyms 
were used and blogged texts were quoted in full (Clarke and Sargent, 2010). 
Neither explained their rationale or discussed the ethical implications inherent in 
quoting blogged texts in full. A lack of methodological papers providing insight 
into how to conduct and report ‘ethically’ on a discursive analysis of personal 
health blogs exists.
	 Ultimately, I drew upon Sharf (1997, 1999) who used discourse analysis to 
explore communication processes in an online breast cancer support group. Prior 
to including any quotes in her final paper, she contacted the relevant individuals 
to ask for their consent. I determined that given my tight timelines for the study, 
coupled with a desire to be transparent in the research processes I was using, it 
would make more sense to ask for permission at the outset as to whether the 
blogger would permit text to be quoted without further permissions being 
required, or whether they would wish to be contacted ‘post-analysis’ should I 
wish to include a quote from their blog within the final write-up. Consequently, 
on the consent form, three questions specifically addressed the use of blog 
material (Table 5.1).

Challenges of identifying a sample
The sheer number of blogs posted in relation to breast cancer on the internet is 
overwhelming. Gualtieri and Akhtar (2013) comment that qualitative blog 
research could offer ‘a rare insight’ into patient experience but currently blogs 
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remain largely unused due to an absence of a ‘repository’ of patient blogs. For 
this project, a significant amount of time was spent identifying blogs which met 
the research criteria. These criteria stated that: (1) blogs had to be publicly avail-
able with no login or passwords required; (2) blogs had specifically to address 
‘survivorship’ or living beyond cancer; and (3) blogs had to relate to the blog-
ger’s personal experience of breast cancer with age at diagnosis and the dia-
gnosis itself stated. The blogs needed to be regularly updated, with the most 
recent update being within the last month. Contact details were required in order 
to request permission for use. To ensure analysis was conducted in relation to 
the experience of ‘survivorship’ sometime distant from date of diagnosis, only 
blogs that were started before 1 January 2011 were then included in the sample 
and blog rolls were found to be the most efficient method using a modified 
snowball approach to identifying blogs that met all criteria.
	 The slow process involved in identifying potential blogs for analysis helped 
shape the ethical approach taken to later stages of this project. The data required 
in order to identify whether the blog met the research criteria were often not 
accessible from the first glance at an individual blog. All writers construct their 
blogs differently and while some may open at a home page with the relevant 
data included in their introductory blog; the majority did not. Consequently, a 
great deal of time was spent lurking online (Setoyama, Yamazaki and 
Namayama, 2011). Reading blog posts was often an emotional process and one 
which made me consider whether I was developing para-social interactions 
(Giles, 2002) with blog authors. It also caused me to reflect upon my role as an 
‘outsider’ (Dwyer and Buckle, 2009) and student researcher entering the breast 
cancer blogging community and how this might be perceived. The feeling of 
identification and empathy with the extended narratives of women living three 
years plus since diagnosis; together with the recognition that many were net-
worked together through a very active global breast cancer social media-
focused community, meant that I chose to adopt an approach to seeking 
participation in my study which focused, as best it could, on being considerate 
of individual needs and the potential impact on the wider breast cancer com-
munity. I was sensitive to entering the breast cancer community from a position 
of relative ‘naïvety’ – that is, as an outsider. I was also sensitive to the ethical 
dilemma of potentially intruding into a ‘life lived’ and being an unwelcome 
visitor. Consequently, I felt that approaching all of my identified sample group, 

Table 5.1  Consent form questions relating to use of blog texts for analysis and write-up

I give my consent to the use of my blog for discourse analysis. YES NO

I give my consent for the use of quoted text from within my blog in 
the write-up to this study, without requiring further permissions from 
myself.

YES NO

I may give consent for the use of quoted text from within blog in the 
write-up to this study, however, permission for the specific text to be 
included will be required. 

YES NO
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which appeared to some extent ‘connected’ online, with a blanket request to 
access blog discourses was perhaps inappropriate and potentially unethical. I 
was conscious that a request for inclusion in a study where ‘lived experiences’ 
of breast cancer were analysed raised ethical issues for myself as a researcher, 
given that I might not have the scope to use an individual’s blog in my analysis, 
should the blog corpus be vast. I had a very strong sense that, if given consent, 
an ‘ethical’ approach would necessitate the analysis of all blogs to which I was 
given access.
	 Discourse analysis is a time-consuming and demanding methodology (Potter 
and Wetherell, 1987) whereby the researcher is required to read and reread large 
bodies of transcripts, in this case, blogs. Gaining access to a ‘manageable’ 
number of blogs, rich in naturalistic data, related to ‘survivorship’ therefore 
seemed a key priority for ethical handling of this study. I therefore elected to 
email a small number of bloggers on a rolling basis (three at a time) informing 
them of my study and asking for permission to analyse their blog posts. Con-
scious of the breadth and depth of information shared in the blogs in my sample, 
I was perhaps naïvely concerned with being overwhelmed by data and with how 
to appropriately steward personal blogged narratives often addressing sensitive 
issues. An absence of previous studies highlighting approaches to identifying 
blogs for analysis and thereafter seeking permission from blog authors meant an 
inductive approach to blog searching and ethical decision-making in relation to 
blog analysis was required, as issues relating to ‘ethics in practice’ (Guillemin 
and Gillam, 2004) emerged. Questions – post project – that remain unanswered 
include whether approaching a wide number of bloggers simultaneously would 
have been an ethical approach to take, given the data analysis approach being 
undertaken. Or whether ‘blog solicitation’ (Hookway, 2008, p. 14) through the 
posting of advertisements about the study through social media channels would 
have resulted in contributions, discussion within the wider breast cancer com-
munity and greater uptake. It might certainly have been a more time-efficient 
process to use. Ultimately, through taking the approach I did, quite a different 
scenario presented itself than was originally anticipated.

Gaining ‘informed’ consent: practicalities and 
epistemological challenges
Bloggers meeting the research criteria were contacted requesting informed 
consent to analyse the discourses employed. I contacted bloggers via their email 
addresses provided on their blog. In line with recommendations subsequently 
made by Beninger et al. (2014), the email stated from where I had gained the 
bloggers’ contact details; outlined the purpose of the study (Box 5.1) and 
requested permission to analyse the discourse within their blog, specifically in 
relation to the concepts of ‘survivorship’ and ‘living beyond cancer’.
	 A study information sheet and consent form were included and the right to 
withdraw from the study at any time was clearly established. In order to support 
the legitimacy of the project and to encourage transparency (Beninger et al., 
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2014) I provided a link to my profile page on my University Department’s blog 
and my Twitter username.
	 Ultimately, using my ‘rolling’ approach to gain consent was extremely time-
consuming and usually unsuccessful. In total, ten bloggers were emailed details 
of the study over a period of approximately six weeks, as I waited for a response 
before emailing other bloggers. One blogger responded positively; one blogger 
refused consent as they were personally engaged in ‘survivorship’ research. 
Another declined to become involved unless ‘I could find a way to cure cancer’. 
Five did not respond. Two bloggers responded positively one month later and 
unfortunately after the analysis was well underway. The blog corpus for the 
study was therefore extracted from one US blog posted by one blogger, who 
requested ‘proper credit’ for inclusion of her blogged texts.
	 Ethical guidelines relating to internet research explicitly discuss the require-
ment to ensure the anonymity and confidentiality of authors of texts used (AoIR, 
2002, 2012; BPS, 2013). In this instance, the blog author provided full consent 
on condition that ‘proper credit’ was provided. This was an ‘ethically important 
moment’ (Guillemin and Gillam, 2004). In establishing her authorial rights, the 
blogger was able to ensure her own voice was heard and acknowledged, 
however, this approach created a key tension in relation to conducting ‘ethics in 
practice’. In many ways, this ‘condition’ was a very positive response. First, I 
had consent to use blogged materials and, second, this removed challenges I 
would have had to negotiate in relation to the use of quotes to support discursive 

Box 5.1  Taken from the initial email contact

I have been following your blog with interest and am writing to let you know about 
a research study I am currently leading which may be of interest to you.
	 […] My dissertation explores the use of discourses around breast cancer survi-
vorship and living beyond cancer, which is a subject you have discussed within 
your blog. I am interested in using the naturalistic texts of blogs to understand how 
women who have had, or who have breast cancer represent online the concept of 
‘survivorship’.
	 I would like to be able to use content from your own blog within my study. 
This necessitates nothing further from yourself, other than your permission to do 
so. I have attached with this email further details of the study and a consent form 
for you to sign electronically if you give permission for me to use some aspects of 
your blog. It is important to consider all the information related to this study prior 
to giving consent. Mull it over for 24 hours. However, if you do give permission, 
you can withdraw that permission at any time during the study without needing to 
provide any explanation of your decision to do so.
	 The purpose of this study is to gain greater knowledge of the ways in which 
women discuss their experiences of living beyond cancer as it is an area which is 
currently under-researched. It can potentially add to the body of health-related 
knowledge, which is developing, relating to how cultural discourses can influence 
perceptions of self, which can be both helpful and unhelpful.
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findings. This ‘condition’ made the process of analysis and write-up appear more 
straightforward.
	 In addition, I was extremely fortunate to have received consent from this par-
ticular individual. She was a prolific blogger who focused on building a support-
ive relationship with those who read her blog. On average, there were 33 
comments posted following each blog analysed, which included her own 
responses to every comment made. While this made the data extremely rich, it 
raised new ethical challenges, unaddressed in much of the research literature. 
What are the ethical considerations that should be extended to those commenting 
on this particular blog? Are they knowingly engaging in a public act of commu-
nication by choosing to post a brief response to a blog post? Are the same ethical 
considerations given to blog authors applicable to those posting short comments 
in response to the blog post? This is an area of ambiguity, and limited attention, 
in current internet research guidelines. As I began my analysis, I argued that as 
consent was already provided by the blog author, further consents from blog 
commenters were not required, notwithstanding the practical challenges of 
seeking consent from a wide body of people involved ‘by association’ in a 
research project. I therefore included comments posted to the blogs within the 
corpus of data and used pseudonyms to protect the individual identities during 
coding, analysis and write-up.
	 Later, issues relating to disseminating the findings of my study made me 
reflect on the ‘rights of privacy’ of blog commenters. I had argued the case to 
include blog comments as permission to use the blog had been granted and I 
worked under the assumption that my dissertation would be read by my super-
visory team and external examiner only. In terms of learning gained from this 
project, it may be useful for academics to encourage all postgraduate dissertation 
students, using digital methods, to start out on their dissertation path assuming 
they are writing for peer review and publication. This would demand greater 
scrutiny of all decisions related to internet-mediated research throughout the 
research process. There is also a gap within the procedural ethics processes in 
exploring the challenges of ethical dissemination of online research findings 
which should be addressed. Interestingly, although my blog author was specific 
in requesting ‘full credit’ for inclusion of her own blogs in the research project, 
she did not make any comment relating to the use of the comments on each blog. 
While my participant information sheet stated that ‘the information this study 
will collect relates to how women who have had breast cancer use discourses to 
describe the lived experience of living beyond cancer’, it did not specifically 
state that comments posted by others to the blog would be analysed as part of the 
corpus of data. On reflection, blog analysts would be minded to be explicit at the 
outset with blog writers about exactly which data they will use for analysis.
	 The BPS (2013) details the requirement for gaining ‘valid consent’ (p.  8) 
when conducting internet-related research. This involves verifying the character-
istics of participants to ensure they say who they are. This was achieved through 
email discussion related to the research project before the consent form was 
returned. In addition, details about the study were provided, including the nature 
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of involvement for participants; possible associated risks and the right to with-
draw (BPS, 2013). Despite obtaining ‘valid consent’, my study raised issues 
relating to the principle of ‘informed consent’ and how this is understood and 
achieved. This study, as is the case with many studies, did not progress in the 
way anticipated at the outset. Bloggers were reluctant to give consent to use their 
blogged texts resulting in a ‘case study’ of one US blogger and her online con-
versations with blog commenters. While this was unanticipated, I had accounted 
for this situation in my ethics application:

For this study, whilst ideally research should continue until no new data 
emerges (Howitt, 2010), it is difficult to pinpoint whether one blog – rich in 
the original blogged discourse and co-created dialogue created between the 
blogger and their audience – will form the data set or whether up to half a 
dozen will be utilised.

In these circumstances, what were the ethical implications of using one blog? I had 
university ethics approval for conducting this study using a singular blog if the 
blogged discourse was rich and included co-created dialogue. But the use of one 
blog raised the question, what are the responsibilities on researchers to verify 
‘ongoing consent’? Kaiser (2009) commented that discussions about informed 
consent are rarely ongoing. She argued that ‘once the consent form is signed, 
researchers lack a standardized way of returning to the issue of data use with 
respondents’ (p. 1634). In this particular case, I did not go back to the blogger at 
the outset of the analysis process. Institutional deadlines were drawing near and I 
had limited opportunities to deliver without accessing blogs without consent. In 
essence, the power of the researcher stepped forward as I chose to complete the 
analysis and dissertation write-up. As the write-up moved on, I was unclear how to 
go about a debrief. The literature fails to address debriefing in social media-related 
studies or the sharing of discursive analysis of online texts. While I had not com-
municated that I would share my findings at the outset of the study – something 
again which blog analysts would be minded to do – my axiological beliefs led me 
to forwarding my dissertation in full to the blogger in order to be transparent about 
the sampling process, the recruitment process, the epistemological approach and 
my findings. Sharing my findings were important to check that ‘informed consent’ 
was still secure (Beninger et al., 2014). Given the epistemological approach of dis-
cursive analysis, this felt, at the time, a risk. What would happen if the blog author 
rejected the findings; disagreed with the methods used and withdrew permission to 
use the blogged texts? As Kaiser (2009) reflects: ‘our respondents might not like 
how we use their data or how we choose to portray them’ (p. 8). However, having 
spent a number of months collecting data and becoming deeply immersed in it, 
sharing the outcomes with the author who had been so generous in sharing her 
own work, and to whom the work pertained, seemed ‘the right thing to do’. It felt 
like I had handed ‘power’ back to the blogger.
	 The blogger responded by email predominantly focusing on my interpre
tations and findings. It was a fruitful discussion which helped deepen my 
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understanding still further about the nuances affecting how ‘survivorship’ dis-
courses can be perceived and how researchers present findings. Although this 
sharing of views was ultimately positive, it began from a position of challenge 
relating to the analytical approach used. While my participant information sheet, 
consent form and original email had specifically stated that a discursive analyt-
ical approach would be taken to explore the discourses of ‘survivorship’, it 
became apparent that my blogger had not understood what that approach meant 
‘in practice’. This raises significant ethical questions about the nature of 
‘informed consent’ which I continue to reflect upon. Do we as researchers hide 
behind technical language which assumes understanding on the part of our parti-
cipants because ‘informed consent’ is given? Do we as researchers need to 
develop approaches to involve participants (when we can), which includes a 
sharing of knowledge from the outset, whereby we explain and justify our 
research methodologies before seeking involvement? And, if so, how do we 
achieve this as researchers working in online environments with ‘social’ digital 
data? These issues need to be explored further.

The challenges of an ‘ethical’ dissemination
Interest in my research findings led to encouragement to disseminate my work 
outwith my university department. ‘Good practice’ regarding anonymity restricted 
my ability to share content which drew on the conversations between the blogger 
and her blog commenters. Anonymity could not be guaranteed. Given the blogger 
was cited openly in the broader work, minimal investigation would bring forward 
the identity of anyone contributing comments to a particular blog post. In essence, 
the approach taken by the blogger to be publicly credited removed the oppor-
tunity to use others’ comments within the analysis, in a public setting. Onward 
dissemination therefore became restricted to findings based purely on the blog-
gers’ blogged materials, and arguably upon public dissemination the findings 
appear less rich than the breadth of work that formed the dissertation.
	 Throughout the project and during dissemination, one of my principal con-
cerns related to decisions that could create ‘potential harm’ (BPS, 2013, p.  1). 
This is challenging when working with personal health blog data, discursively 
analysed. Guillemin and Gillam (2004) explain that the potential harms to parti-
cipants involved in qualitative research ‘may be subtle’ and often arise from ‘the 
nature of the interaction between the researcher and the participant’ (p. 272). The 
need to ensure ‘trust’ is maintained within the research relationship is therefore 
key. To support this aim, I shared my thinking with the blogger regarding onward 
dissemination; checked I had support for disseminating the findings which I felt 
could be ‘publicly displayed’ and also raised the issue of why I felt it was inap-
propriate and unethical to use commenters’ posts when I disseminated my 
research findings. My focus was on ensuring the protection of the relationships 
the blogger had nurtured carefully with her blog readers over many years which I 
was keen not to affect through the possibility of deductive disclosure. This reflex-
ive approach to dissemination was welcomed and supported by the blog author.
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Conclusion

In this chapter, I have sought to account for how an inductive approach to 
addressing issues relating to ‘ethics in practice’ was used to address challenges 
arising from an analysis of breast cancer blogs written by women living with and 
beyond the disease. Procedural ethics processes present opportunities for those 
conducting research on ‘social’ online data to integrate reflexivity into the ethical 
practices that lie at the foundations of their research approach. This reflexive 
ethical approach requires researchers to ‘constantly take stock of their actions 
and their role in the research process and subject these to the same critical 
scrutiny as the rest of their “data” ’ (Mason, 1996, p. 6). As a discursive analyst 
of blogged texts, at each ‘ethically important moment’ I reflected upon whether I 
was doing ‘the right thing’ and I continue to do this as the research carried out 
continues to be drawn upon. Challenges to be addressed include understanding 
what ‘informed consent’ is in the digital era. What is being analysed when we 
talk about blog analysis and how do we convey transparently the epistemologi-
cal approaches underpinning our investigations? We also need to consider how 
do we build research ‘partnerships’ and attend to the ongoing dynamics within 
connected online communities? What is best practice in relation to providing a 
debrief of research conducted exploring the online social construction of health-
related issues? Of particular interest from this study was the difficulty in identi-
fying a sample of blogs and gaining access through informed consent. This 
signals that social science researchers should be mindful that blog content may 
not be considered publicly available data, free for researchers to use, by their 
authors. It is therefore the responsibility of the researcher to determine how to 
act ethically in a rapidly evolving space where ‘good practice’ and ‘accepted 
practice’ are two different concepts.
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6	 Text research on online platforms
Heuristic steps and pitfalls

Tom Van Nuenen

Introduction

This chapter will discuss basic heuristic steps for explorative and unsupervised 
computational text research in current online environments – a form of ‘corpus-
assisted discourse studies’ (Partington, Morley and Haarman, 2006). We will 
examine several popular methods for researchers to gather, prepare, sort and 
analyse online data, and offer suggestions to fix the vacillation between so-called 
‘distant’ and ‘close’ reading strategies – not for the purpose of prediction or clas-
sification, but for a straightforward textual interpretation. We will engage with 
the questions of scope, prioritisation, transformation and representation that 
come with such an interpretative back-and-forth. The chapter opens with a dis-
cussion of the context and broader epistemological questions of online text ana-
lysis before investigating a case study, taken from the relatively new digital 
contexts for travel writing. In what follows, we will outline several procedures 
for scraping, pre-processing and analysing an online data repository using 
Python – although no actual code will be depicted and no prior exposition to 
Python is needed. We will see a number of caveats and issues arise in the 
process, most of which are typical of online text mining, and we will discuss the 
merits and deficiencies of this approach.

Method: data analytics and text mining

Computational methods in the humanities have produced a field that has come to 
be known in the past few years as digital humanities (DH). The field had been 
around for decades before its recent rise to popularity: it was previously known 
as the humanities computing, and dates back to least to Father Roberto Busa’s 
work on concordances in the 1940s.1 The practice of computationally gathering 
and analysing large corpora of texts (sometimes called ‘text mining’) grew stead-
ily out of this first attempt (cf. Flowerdew, 1997; Baker, 2004, p. 1). Text mining 
temporarily de-emphasises individual occurrences of features or words in favour 
of a focus on the larger system or corpus and its aggregate patterns and trends. 
As a method, it has become increasingly useful due to the rapid growth in pro-
duction of personal information and public sharing in Web 2.0 contexts, as well 
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as the broader advent of big data infrastructures and the rise of databases and 
processes that John Durham Peters (2013) calls ‘logistical media’ – that is, 
media whose content is not so much narratival or representational as it is organ-
isational. Peters notes the current ‘heightened popular attention to media tech-
nologies that function in a different register than the content-driven mass media’ 
(2013, p. 40): the importance of metadata for both end users and analysts (Who 
wrote this? When? Where?) is one example of this.
	 In light of these recent societal changes the mainstream humanities have 
started picking up on the digital humanities. Its response has never been void of 
criticism. Andrejevic et al. (2015) recently summarised the epistemological 
trend, brought about by big data analytics, that is now increasingly apparent in 
the humanities at large. The authors point to research strands such as New Mate-
rialism, Object-Oriented Ontology or New Medium Theory. The popularity of 
these perspectives, they add, implies a shift away from discursive or 
ideologically-minded approaches: what these new approaches offer instead is an 
‘analysis of the circulation of affects and effects rather than of meanings, content 
or representations’ (Andrejevic et al., 2015, p.  382). These machine-centric 
ontologies, in which human experience is considered less significant than the 
historical media processes of collecting, storing and retrieving data, in fact 
reinforce the political goals of the big businesses owning today’s biggest data-
sets (cf. Galloway, 2013, p. 347). The authors proceed to rightfully question the 
move away from discursive and political approaches to the data that society pro-
duces. Yet, ‘[an] adherence to the horizon of meaning is a strategic critical 
resource in the face of theoretical tendencies that reproduce the correlational 
logic of the database by focusing on patterns and effects rather than on interpre-
tations or explanations’ (p. 382).
	 In other words, digital methods, data mining and distant reading all fit in with 
an era of information capitalism involving proprietary platforms that engage in 
mass customisation, targeting and personalisation. This means that we must 
approach digital tools for text research as techno-economic constructs, enabling 
certain types of knowledge and subjectivity, instead of ostensible ‘post-
ideological’ tools that help us gauge reality instrumentally. Any aggregate ana-
lytical attempt should embark from and stay focused on the historical, 
experiential, imaginary and ideological functions of discourse. This inherently 
brushes against the type of ‘real-time’ data analyses in which text mining serves 
the purpose of predicting trends (Asur and Huberman, 2010; Bollen, 2011; 
Lidman, 2011; Mischne and Glance, 2006). Additionally, the result of increas-
ingly complex models and techniques renders the divide between digital human-
ists and their analog colleagues even bigger.
	 Data analytics, alternatively, can be used more modestly, as a form of data 
exploration. As Matthew Jockers (2013) emphasises, computational text analysis 
allows us to support or challenge existing theories and assumptions, while 
calling our attention to general patterns and missed trends in order to better 
understand the context in which individual texts, words or features arise. In the 
process of distant reading, as opposed to close reading, the reality of the text 
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undergoes a process of deliberate reduction and abstraction, and the distance in 
distant reading is considered not an obstacle but a specific capacity for know-
ledge (Moretti, 2005, p. 1). Computational results may be used to provoke a dir-
ected close reading, and this is where we get to hybrid methods in which close 
and distant reading methods coalesce (see, for instance, Ramsay, 2011, and the 
methods adopted by Awan et al., 2011; Procter et al., 2013; Veinot, 2007).
	 What might be gained by a computationally aided text analysis? Most funda-
mentally, it allows one to trace connections, patterns and other discursive ‘hints’ 
in databases that could not be made by humans, due to their scope. However, in 
online environments, we often find ourselves dealing with unstructured data 
(Ampofo et al., 2015) that does not conform to a stringent formal schema or 
type: this means that a procedure of hypothesis testing to distinguish between 
these forms of data is often not possible. Rather, we may want to discover 
themes or discourses in a corpus of texts that allow us insight into the ideologies, 
attitudes, sentiments or discursive logic inherent in language. We will consider 
the possibilities for such an approach in a specific case study: that of con-
temporary forms of online travel writing.

Case study: online travel writing
Travel writing, in the literary arena, has traditionally had close connections with 
both fiction and autobiography. It is a notably broad genre, involving a breadth 
of stylistic, formal or generic forms, such as novelistic characters and plot line, 
poetic descriptions, historical information, essayistic discursiveness, or autobio-
graphical elements. This multifariousness offers the writer ‘a way to show the 
effects of his or her own presence in a foreign country and to expose the arbi-
trariness of truth and the absence of norms’ (Blanton, 2002, p.  27). The hap-
hazard formal boundaries of the genre mirror the kinds of experiences it 
describes: many definitions of travel stress the open-endedness and instability 
that belong to its practice – and thus also to the stories written about it. Many 
writers (cf. Mayes, 2012; Raban, 2011) underline the explorative, wayward and 
imaginary dimensions of travel, and the authorial position associated with its 
recounting. Well rehearsed as this perspective on travel authorship is, we might 
add that by far the most popular form of travel writing nowadays occurs in a 
different context (and with a different purpose), namely online. Here, we find 
new forms of representing travel, such as travel blogs and travel review and 
recommendation platforms. These environments have yielded genres of travel 
writing in their own right, which have as of yet not been sufficiently indexed and 
analysed.
	 The methodological deficit of not considering online genres of travel writing 
exemplifies an established pattern in the literary analysis of travel writing. Travel 
writing was for a long time no certified topic of scholarly attention, unlike, as 
Kuehn and Smethurst note, its ‘more prestigious cousins’ such as the novel, 
poetry or drama (2015, p.  1). This changed in the 1980s, when the counter-
traditional wave in the humanities famously declared the end of grand narratives, 
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and started engaging with minor and marginalised texts. The current chapter pro-
ceeds further in that direction, offering a transdisciplinary approach to digital 
environments and the everyday-life discourses one finds therein. Silverman 
(2006) has called such discourses ‘naturally occurring data’, defined as opposed 
to manufactured or provoked data, i.e. data that is not dependent on the research-
er’s intervention. If it is clear that many people nowadays make sense of the 
world through the lens of tourism, its discourse should be sought after in 
everyday small talk rather than in some separate field of activity (Edensor, 
2001), where the ‘everyday’ does not equate to the trivial or inconsequential, but 
to innocuous texts in which the ideologies, identities and symbols of tourism 
reverberate. Travel writing, in other words, is in need of more ‘folkloristic’ 
endeavours that study forms that would not have been possible pre-Internet.
	 In the context of travel and tourism research, text mining methods have been 
applied to understand tourist motivations, behaviours and sentiments. Magnini et 
al. (2011), for instance, have used such methods to analyse the primary sources 
of customer delight by considering 743 travel blog entries in which phrases such 
as ‘delightful surprise’ were used. However, numerous humanities scholars have 
expressed their concerns with these kinds of digital methods and the possibilities 
they might bring to the table. boyd and Crawford summarise these concerns by 
warning that computational analysis and data mining may ‘narrow the palette of 
research options’ (2011, p.  1), as the researcher may become ensnared in the 
positivist tactic of counting, deducing and staving: Erklären, instead of Verste-
hen, in Dilthey’s famous terms. The question then becomes how we can read 
into discourse as discourse, instead of inferring psychological motivations from 
these writings.
	 This question becomes more pressing as many types and genres of media we 
find online cannot easily be read as individual texts. Yet travel blogs, reviewing 
and recommendation services (TripAdvisor, Airbnb), and even apps such as 
Tinder are expressions of travel in their own right. On their own, these anec-
dotal, short pieces of text might not involve the same kinds of explicit social 
engagement that we find in many types of traditional travel writing. Yet ideo-
logical and socio-political structures do shape these discourses, and we can con-
sider them though a distant reading approach – especially since the scale of 
content being created warrants some degree of suspicion about the kinds of close 
reading that are traditionally used to understand travel writing. These are new 
and digitally native genres in algorithmic culture, and as Mahnke and Uprichard 
(2014) note, we need to explore the possibilities of ‘algorithming the algorithm’, 
that is, making use of it through its own language.
	 For instance, we might consider forum entries on Lonely Planet’s travel 
forum Thorn Tree. The forum, which has been running since 1996, hosts a pleth-
ora of interaction between (prospective) travellers about certain places: its aim is 
for travellers to ‘exchange travel information, advice, hints and tips’ (see www.
lonelyplanet.com/thorntree/). In order to index these entries we will be looking 
at unsupervised methods, that is, methods that draw inferences from data sets 
without assigning documents to classes (Manning et al., 2009, p.  349). This 
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means that the researcher uses algorithms that find hidden patterns or groupings 
in data ‘by themselves’. This is the opposite of supervised methods, which make 
use of labelled data in which the aim is to replicate a categorical distinction that 
a human supervisor imposes a priori. Unsupervised methods involve no assump-
tions on the researcher’s part about what will be found in the data – it is data-
driven. This makes such methods extremely well suited for explorative research, 
for trying out different data sortings and transformations to tease out patterns in 
the corpus. 
	 The dynamic unpacking of multiple representations and the sortation of 
textual data already implies a hermeneutic movement. It implies that the 
researcher needs to bring an affinity, or sensitivity, or a hunch, to the table, in 
order to recognise a meaningful pattern as it emerges. This also implies selecting 
a specific corpus of data to index: taking a random sample of content from Thorn 
Tree will be unlikely to yield the most interesting results. In most cases, the 
researcher will come to the data with a specific topic of interest in mind, as well 
as preformed theoretic considerations. For instance, we may take an interest in a 
specific geographical context, Greece, as it is a hugely popular European tourist 
destination and may involve discursive content about its recent social, political 
and economic turmoil (most saliently, the Syrian refugee crisis and the country’s 
debt issues).
	 A familiar epistemological issue arises here. Is this type of inquiry, in which 
we filter natural discourses based on certain theoretical assumptions, a form of 
confirmation bias? It is worth revisiting Foucault, who emphasised the gaps 
within and, more broadly, the epistemic affordances of discourse. Discourse, 
after all, refers to a particular linguistic matrix that the researcher may lay bare. 
Similarly, the Foucauldian episteme – the total set of relations that determine a 
historical form of discourse – is not some ‘system of postulates that governs all 
the branches of knowledge [connaissance]’, but rather ‘a constantly moving set 
of articulations, shifts, and coincidences that are established only to give rise to 
others’ (Foucault, 1972, p. 191). We ought, in other words, to take a nominalist 
stance and doubt the generic integrity of any forms of discourse that we may 
exhume in our endeavours. We can speak of literary discourse, political dis-
course, and so on, but it is much harder to talk about literature or politics as defi-
nite types. All forms of utterance are permeable: no set of utterances can be 
thought of as a delimited, structured field. To Foucault, this is also related to the 
role of the author, who is a function of discourse instead of an authority or origi-
nator. Instead of trying to confirm anything, thus, what these sortations offer is 
rather a technique to try out specific lenses, prisms or perspectives on a certain 
form of discourse. The theoretical sophistication of the argument, and the 
(de)merits of the specific type of sortation, will ultimately determine the inter-
subjective validity of the analysis.
	 On the practical end, there is an issue of ephemerality in analysing online 
data. Most of those texts are not systematically or linearly structured, and their 
existence is highly unstable. Scrap Thorn Tree, too, is continuously updated, 
both in terms of its layout and content. This leads to oft-discussed questions 
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about performing research within the temporality of the on-going transformation 
of the Internet – ‘Internet Time’, as Karpf (2012) calls it. Longitudinal studies 
on social media, for instance, are always behind the times, as people may access 
these media through different interfaces and devices over time (p. 647; see also 
Mirzoeff, 2009). The lack of a stable methodological form for examining these 
stochastic and ephemeral environments might also explain, at least in part, the 
lack of scholarly research into these forms. However, while online text research 
aimed at Verstehen may be condemned to studying already vanishing cultural 
networks and patterns, we should emphasise that it might be a misguided ideal 
to want to compensate for the continuous reshuffling of media, platforms, or 
ways of talking. The aim of discourse analysis, after all, is to see the structure, 
the patterns, and the underlying historical tendencies of these seemingly dis-
parate fluctuations. Thus, the question not so much becomes how to constantly 
update data, but when to open and close the proverbial shutter – something we 
will attend to further on.

Scraping and pre-processing
Web scraping, or web harvesting, is a form of data extraction from a web server 
using software techniques. While out-of-the-box tools for such scraping pur-
poses do exist, many tasks will benefit from a purposefully written script that 
takes out exactly those elements from a website that the researcher needs, and 
leaves everything else ‘untouched’. For instance, when scraping Thorn Tree, one 
might primarily be interested in the content of the posts themselves, as well as 
certain kinds of metadata, such as the user names and the posting date.
	 We can retrieve large collections of online data in two main ways: through a 
website’s back end or data access layer, by making use of an API (Application 
Programming Interface), or, alternatively, through its front end or presentation 
layer – which is the user interface – by ‘scraping’ the website. An API refers to a 
set of routines, protocols and tools, drawn up by the owner of a web service, that 
provides access to the features or data of the service to (some of ) its users. 
Gaining access to server-side information through a company-provided API, if 
possible, is highly recommended, as it constitutes a lawful form of data collec-
tion sanctioned by its legal owner. The first question when encountering any web 
platform is thus whether an API is available. In the case of Thorn Tree, no API 
is offered. Yet, like many other platforms, Thorn Tree owns all of the content 
created by its users,2 and using a scraper without written permission is not 
allowed in its terms of service. Here, the researcher is at risk of breaching the 
website’s terms of use, and the issue of copyright versus ‘fair use’ comes into 
play, especially when copyrighted content is directly reproduced in the academic 
paper. In the legal frameworks of many countries, there is a difference between 
the legality of scraping (which may constitute a breach of contract with the 
service provider but does not constitute an illegal act), and the legality of pub-
lishing scraped content (which is a form of copyright breach). These legal 
specifics depend on state and federal law, and are continuously changing along 
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with the Internet itself. Any researcher wishing to undertake a scrape will thus 
have to tread lightly and will typically have to clear it with their university’s 
ethical board.
	 The issue that must then be faced is one of ethics. How do we decide upon 
the sufficiency and admissibility of scraping this kind of personally created and 
privately owned data (instead of public domain data that literary scholars are 
often dealing with)? The Ethics Working Committee of the AoIR (Association 
of Internet Researchers) has published two major reports to assist researchers in 
making ethical decisions in their research, which we might take as a point of 
departure. They highlight a number of key guiding principles that have to be 
taken into account when performing Internet research, most of which are 
process- and context-dependent (Markham and Buchanan, 2012). One question 
pertains to the privacy of subjects. Surely, much text mining research would be 
impossible if traditional degrees of human consent were constantly required. 
This has led some to argue that studies on computer-mediated communication 
are ‘more akin to the study of tombstone epitaphs, graffiti, or letters to the 
editors. Personal? Yes. Private? No.’ (Rafaeli, as quoted in Sudweeks and 
Rafaeli, 1996, p. 121). The AoIR3 report notes that any kind of Internet research 
should take heed of the vulnerability of the subjects existing behind or within 
even seemingly impersonal research data and avatarial representations. Research 
should weigh the rights of the subjects under scrutiny against the social benefits 
of research, and meditate on what the individual or cultural definitions and 
expectations of ‘public’ and ‘private’ expressions are. This ethical reflexivity, 
finally, should be maintained through all stages of the research project (Markham 
and Buchanan, 2012).
	 A few things might be noted about the privacy of the subjects on Thorn Tree. 
First, while a considerable amount of them write under a synonym, they could 
easily be traced if they were to be cited directly through a literal Google search. 
Yet when it comes to user posts on this forum, we might note that the kinds of 
discourse on offer will in most cases not contain vulnerable information about 
the users themselves. Further, as users agree to the publication of their reviews, 
asking for individual consent seems unnecessary.
	 If the researcher decides upon proceeding with the data gathering, there are 
some well-known open source Python packages readily available, such as Beau-
tifulSoup or Scrapy. These are essentially pre-programmed collections of code 
(mostly functions and classes) that the researcher may download to simplify the 
task of scraping a website. BeautifulSoup,4 for instance, provides functions for 
the user to find specific HTML or CSS elements in the website’s code, and then 
scrape the content ‘within’ those elements. The user then simply writes a loop 
using these functions, which starts on a user-defined search query (for instance, 
the main forum page for Greece5) and accesses all the pages in the search results, 
while retrieving the content for each entry. One notable best practice for scrap-
ing is to spread out the requests to the server when writing a scraping script, so 
that the server does not overload. The data is typically saved into a manageable 
file format, such as a .csv (Comma Separated Values) or .xml (Extensible 



90    Tom Van Nuenen

Markup Language) file, which can be accessed with another script in the pre-
processing stage.
	 It should be noted that scraping involves a number of caveats. First, scraping 
scripts are highly unstable, as websites tend to be updated continually and even a 
single change in the HTML format of a page can destabilise a script. Second, 
scripts will often automatically ‘click through’ subsequent pages of a website 
(for instance, by finding the ‘next page’ tag in the HTML of a page). The 
researcher should therefore implement a method for detecting duplicates in the 
scraped entries. Blogs or platforms may be organised in unexpected ways, and 
duplicate posts are fairly common. Since many scraping scripts are imperfect, 
we need to check whether there are any duplicates in the downloaded list of text 
files. One way of programmatically doing this is through using a hash table, 
which in this case attributes the byte size of every text file in our collection to 
a  unique identifier. When two identifiers are the same, we can remove the 
duplicates.
	 Another issue pertains to the syntactic ‘noise’ inherent in social media texts, 
with lexical variants and acronyms being regularly used in such discourses (Java, 
2007; Becker et al., 2009; Preotiuc-Pietro et al., 2012; Yin et al., 2012; Eisen-
stein, 2013; Baldwin et al., 2013). These can be normalised (automatically con-
verted based on a small algorithm, e.g. ‘smh’ for ‘shaking my head’), but this 
does not seem necessary for our current purposes: in the top 1,000 most-frequent 
words of our corpus, no such variants could be found. We can then index the 
size of the corpus we are dealing with. Our corpus has a total word count of 
3,173,974 words: this is certainly not ‘big data’, in that it does not pertain to 
‘datasets whose size is beyond the ability of typical database software tools to 
capture, store, manage, and analyze’ (Manyika et al., 2011). We might, however, 
call it ‘bigger data’, which both in terms of its amount and form (i.e. many 
different authors) might be approached differently than from a typical close 
reading perspective. Many types of independent humanities research will deal 
with corpora of roughly this size, instead of the relational databases that are 
usually called big data: it is argued that these ‘bigger datasets’ still benefit from 
digital tools.
	 If we filter our corpus by year (a valuable form of sortation if we are inter-
ested in the development and change of topics through time), we can see that the 
sizes of the subcorpora per year are strikingly different (see Table 6.1).
	 If we want to compare word counts between subcorpora, we would need to 
normalize the counts to account for these different sizes. Further, since 2004 and 
2006 contain such a radically low word count, they might best be discarded from 
the analysis altogether. We may also note that the word count in 2015 goes down 
significantly, as the analysis was run in August of that year. Regardless, it seems 
that the number of posts on Thorn Tree has peaked in 2007, and has since been 
decreasing.
	 The next stage may involve differing types and degrees of data transforma-
tion. For instance, the researcher may want to remove stop words from the 
corpus, or choose to ‘compress’ the data by stemming, lemmatising, or POS 
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(part of speech) tagging the data. By lemmatising all the words in a corpus, for 
instance, one ends up with a significantly smaller number of word types. If we 
then agree that such types of reduction do not impede upon the themes that are 
discussed in the data, they can assist in teasing out macroscopic patterns in a 
large corpus. For instance, one might want to analyse a corpus based upon the 
usage of nouns, which are argued to be especially suitable for capturing thematic 
trends (Jockers, 2013, p. 131). In this stage, as well as the ones succeeding it, 
trying out different types of transformations is key: textual corpora behave in 
unexpectedly different ways and since we are not looking to corroborate a hypo-
thesis but simply tease out discursive patterns in a text, we might, for instance, 
try a filter for verbs (to distinguish types of behaviour) or pronouns (to find pat-
terns of gender). Such POS tagging can further be applied to compare grammati-
cal functions of certain words (such as checking whether the word ‘travel’ is 
used dominantly as a verb or a noun – the latter of which could possibly indicate 
a thematic calibration).

Analysis and representation: word counts
With the corpus transformed, the next question is how we can start exploring the 
corpus for trends and patterns. First, the researcher may be interested in a 
measure of difference between the subcorpora (which, in our case, are composed 
of the years in which posts were posted). These differences can be calculated in 
several ways: popular varieties include Euclidian distance, and cosine similarity. 
First, we want to count all the words in all the files and represent them in what is 
called a document-term matrix. We can create one easily through the Python 
package, Scikit-learn, which offers a series of options for what is called vectori-
sation6 (i.e. the conversion of a collection of text documents to a matrix of token 
counts). We can then calculate the distance between subcorpora by comparing 
the word frequencies associated with each subcorpus. The Euclidean distance 
between two vectors in the plane derives from geometry, where it is the length 
of the hypotenuse that joins two vectors. There are Python packages that can 

Table 6.1  Word count frequencies per subcorpus

Subcorpus Frequency

2004 836
2006 5,178
2007 612,004
2008 383,107
2009 328,044
2010 333,016
2011 408,032
2012 388,796
2013 276,664
2014 249,757
2015 188,540
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calculate Euclidian distances (Scikit-learn is one of them), which take as an input 
the document-topic matrix.
	 Additionally, the texts will often be normalised through TF-IDF (Term Fre-
quency – Inverse Document Frequency) transformation. Term Frequency meas-
ures the number of times a term (or word) occurs in a document (similar to the 
document-term matrix). These may additionally be normalised to take the differ-
ence in size of our subcorpora into account, by dividing the word frequency by 
the total number of words in that document. Inverse Document Frequency, then, 
is a way to weigh down terms that occur frequently throughout the entire corpus 
(articles, prepositions, certain pronouns, and so on), and to weigh up less-
frequently occurring terms (as we suspect these words to be more ‘telling’ of a 
certain document or subcorpus). To calculate the IDF score, we simply divide 
the total number of documents by the number of documents in which a certain 
word occurs, and then take the logarithm of that quotient. Finally, we multiply 
the normalised TF and IDF scores per word to acquire their TF-IDF score.
	 Next, we can calculate the cosine distances between these TF-IDF scores, in 
order to see if there are any notable subcorpora (which, in our case, are made up 
of years) in terms of word usage. Cosine similarity is a mathematical technique 
for measuring the angular similarity between two vectors, i.e. geometric struc-
tures with both length (called magnitude) and direction. Essentially, now that we 
have transformed our collection of words into a collection of numbers, it 
becomes possible to calculate the differences between these numbers. Of course, 
such a bag-of-words approach will ignore many important aspects of sentence 
structure dependencies between words, roles played by the various arguments in 
the sentence, and so on (see also Mihalcea et al., 2006).
	 Scikit-learn offers a function to calculate cosine distances, though we need to 
‘flip’ the measure in order to calculate cosine difference instead of similarity (to 
do so, we simply deduct the cosine similarity from 1). We can proceed to visual-
ise the distances between the subcorpora using these quotients. To do so, we 
need to assign a point in a plane to each subcorpus, in which the distance 
between the points is proportional to the pairwise distances; this is called multi-
dimensional scaling (MDS). Scikit-learn offers a function that yields precisely 
such a distance matrix, and we can proceed to visualise it using Pyplot, a well-
known plotting package for Python. As we can see, the resulting graph shows 
that the language in the blogs are about equally distant from each other; no one 
year stands out in terms of word usage (Figure 6.1).
	 If, however, we add a corpus of 60,000 similar texts from the forum of Tri-
pAdvisor – also detailing trips to Greece, 2014 – we see that the difference in 
word usage with Thorn Tree is significant. In short, there does seem to be a 
generic integrity to the types of forum exchanges based on the platform 
(Figure 6.2).
	 Next, the researcher may perform a very broad review of the notably frequent 
words in the corpus to index prevalent themes. One package that is very often 
used for such purposes, besides Scikit-learn, is NLTK7 (Natural Language 
Toolkit), offering functions for tokenising, collocations, stemming, and so on. 
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Such an analysis, which bases itself on straightforward word counts and, in 
steps, branches out to their linguistic contexts, is deceptively simple. It is a heur-
istic method, involving trial and error: it needs to take into account the plurality 
of modalities, meanings and functions of the words it considers; it needs to 
decide whether to sort the words by lemma or lexeme; it needs to accept that 
many normalised keywords will not be analytically interesting. Yet the method 
allows a pointed cross-examination of a totality of texts that would be imposs-
ible to achieve otherwise.
	 It turns out that the most-used word in the corpus is, perhaps unsurprisingly, 
‘Athens’ (with 14,645 tokens), followed by the words ‘would’ and ‘time’. What 
do these words mean? To find this out, we can look at the clusters and concord-
ances of these words: that is, the context in which they arise. Some simple oper-
ations can give the researcher a better image of the corpus at hand; for instance, 
we can iterate through the corpus randomly and manually sift through a number 
of concordances, so that the researcher does not favour a certain subcorpus by 
starting alphabetically. The auxiliary verb ‘would’ appears most frequent in the 
semantic function of communicating desire or inclination, with the trigram 
‘would like to’ (1,171 instances). In this specific context, sifting through the 
corpus shows that the word commonly refers to the intentions of prospective vis-
itors to certain places, leading to a question that brings them to the forum. 
‘Time’, which acts as a verb only sporadically (268 times) and almost solely as a 
noun (11,135 times), appears most frequently in the trigram ‘time of year’ (576 
instances), which points towards preferable or undesirable times of year in which 
a trip should be undertaken.
	 We could imagine being more specifically interested in one certain topic: for 
instance, relating the two recent socio-economic crises in Greece – the govern-
ment debt and the Syrian refugees, respectively – to the language of tourism and 
the accounts of travellers to the country. To find this out, we could do a manual 
search for words that could be of interest, such as ‘refugee’ or ‘economic’. This 
is where lemmatisation or stemming can prove useful since, for instance, enter-
ing the lemma will also yield the instances of related terms such as the plural 
‘refugees’. First, we may want to check the top words in the corpus to see if any 
words come up that may appear indicative of our topic of interest. In our 
example we will find that even the top 100 words, with stopwords removed, do 
not include any words that indicate socio-political talk. This means we should 
look for those words ourselves. We could look, for example, at the relative 
frequency (compared to the total amount of words in the subcorpus in which it 
arises) of the word ‘refugee’ in the lemmatised corpus. In terms of time, this 
yields a very clear image (Figure 6.3).
	 The next step can be to see what the lexical context of this word looks like, in 
other words, in what context they arise. Sifting through such concordance search 
results randomly has the heuristic benefit of allowing the researcher to read, line 
after line, the sentences surrounding the search term, so that she can focus on 
discursive patterns. For instance, randomly going through the Thorn Tree corpus 
yields the following first posts:
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	 … as I can judge from a distance the refugees are given food and a place 
to sleep.…

	 … at this time of year there are no refugees in the Cyclades.…

	 … they might think me one of the refugees or someone trying to get 
into.…

	 … get a grip for heaven’s sake, they’re refugees, illegal immigrants.…

We can already see several usages of the word arise: the first is that of the citizen 
journalist who reports on the treatment of refugees; the second refers to practical 
matter of when one might expect refugees in the Cyclades islands; the third 
involves a tourist who worries about being mistaken for a refugee; and the fourth 
is voiced by a user who emphasises the illegality of refugees. As we can see, 
such a randomised concordance reading can give an insight into the breadth of 
the content of the comments on the forum, the clashing of ideologies and the 
social effects of language.
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Analysis and representation: topic modelling
Another popular method to distil topics from a large collection of files is through 
topic modelling. Topic modelling programs automatically extract topics from 
texts, taking a single text or corpus and searching for patterns in the use of 
words, attempting to inject semantic meaning into vocabulary. A topic, to the 
program, is a list of words that occur in statistically meaningful ways. Topic 
modelling is unsupervised – that is, the program running the analysis does not 
know anything about the meaning of the words in a text. Instead, it is assumed 
that any piece of text is composed by an author by selecting words from possible 
‘baskets’ of words – the number of which is determined by the user – where 
each basket corresponds to a topic or discourse.8 From this assumption it follows 
that one could mathematically decompose a text into the probable baskets from 
whence the words came. The tool goes through this process over and over again 
until it settles on the most likely distribution of words into baskets, resulting in 
the titular topics.
	 There are many different topic modelling programs available; in this chapter 
we use the well-known package of MALLET (McCallum, 2002). The topic 
models it produces provide us with probabilistic data sortations, which we may 
argue are indicative of certain discursive gravitational points and latent struc-
tures behind a collection of texts. The researcher can then contextualise these 
structures using a relevant theoretic framework. The Mining the Dispatch project 
of the University of Richmond, for instance, uses MALLET to explore ‘the dra-
matic and often traumatic changes as well as the sometimes surprising continu-
ities in the social and political life of Civil War Richmond’.9 Another example 
can be found in the work of historian Cameron Blevins, who uses MALLET to 
‘recognize and conceptualize the recurrent themes’ in Martha Ballard’s diary.10

	 Engaging in topic modelling, like most digital tools, is a matter of trial and 
error; of trying different scopes and focus points so as to find patterns in the 
data. As such, it is vital to perform many different analyses, for instance, making 
use of the lemmatised corpus, or the noun-filtered corpus, as well as different 
sizes of topic models (e.g. one iteration with ten topics, one with 50, one with 
100). A first thing to be noted is that topic models based on multi-user-generated 
data (instead of representing a comparison between single authors, as is often 
done in literary studies) yield very few clear patterns, even when we sort the data 
chronologically. This undoubtedly mirrors the heteroglossia of the many voices 
on offer. However, some significant patterns may be found: in our case, it turns 
out that a 100-topic, noun-based model of the corpus yields one topic that 
immediately ‘makes sense’ (Figure 6.4).
	 What we see here is a rather straightforward topic that associates certain types 
of weather with months of the year (the X-axis ‘corpus segment’ refers to all of 
the documents in the corpus, which are ordered chronologically). We can see 
that the discourse about the weather (involving both keywords for summer as for 
winter) peaks in certain points: looking closer, we then learn that this is in 
winter, when weather conditions are unfavourable. This mirrors the earlier 
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finding where the frequent word cluster ‘time of year’ indicated a typically tour-
istic interest in the seasonal aspect of time and when to visit a place.
	 We could now offer some further suggestions based on this image: Thorn 
Tree users appear to speak of the weather more frequently as it becomes less 
favourable. We might then proceed with a sentiment analysis to corroborate 
those findings, or start reading the stories taking place in winter from up close. 
We may also note that the words ‘permanent’ and ‘population’ also appear in 
this topic, seemingly unrelatedly. We can quickly find, however, that the word 
‘permanent’ is most commonly associated with the word ‘population’ in the 
corpus. And ‘permanent population’, when regarding its broader context, proves 
to appear in the context of Greek islands, such as Crete and the Cyclades. It 
appears that the topic of the weather is most salient on the Greek islands. It is an 
unsurprising finding, as those islands typically form the backdrop for beach holi-
days, with the associated expected types of weather – but the way of tracking 
this issue through topic modelling is promising regardless.
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Discussion
In the above we have outlined several strategies to sort and analyse online 
textual data, for the purpose of answering straightforward questions about the 
formation of corpora and the discursive patterns therein. It was shown that 
different sortations and representations allow for different epistemological 
moves. An important element of this type of analysis has thus far been kept 
implicit: it is a method involving, time and again, forms of disappointment. We 
will not always find meaningful patterns of relations in bigger datasets, and even 
if we do, they will not necessarily lead to fruitful and productive close reading 
and interpretation. The data set we have used here is an example: for instance, 
we have found very little evidence of socio-political discourse in the corpus, and 
the patterns that did arise could be explained by rather trivial circumstances. We 
could leave it at that but, as we noted before, text mining in the humanities 
should not become a matter of hypothesis confirmation. What this lack of 
meaning implies is not that the method is unfit or the narratives it looks at are 
uninteresting, rather, that certain tools will be found better suited for certain 
datasets. ‘Shooting with many guns’ means that many shots will not hit the 
mark, and communicating these misfires should be an integral part of writing 
papers that leverage digital methods.
	 Some words might be spent, then, on the function that Digital Humanities 
(DH) tools may have in the broader field of the humanities. In general terms, DH 
is a field that is perhaps best not to be distinguished by its tools, but rather by the 
questions that these tools bring about. Digital methods allow us many avenues of 
insight into the same problems the humanities have always struggled with. As 
the use of digital tools becomes increasingly popular and accessible, we need to 
establish ethical guidelines on a case-by-case basis that deal with the novel 
issues that each project finds itself facing. We should also take at heart the criti-
cism from the likes of Stanley Fish: digital strategies should not just follow 
whatever surprising statistical facts may appear, without due contextualisation. 
Beyond such issues of ethics and data dredging, the problem-solving approach 
that DH internalises could foster not a reduction, but a multiplication of both 
knowledge and discussion.

Notes
  1	 Busa was a Jesuit scholar who lemmatised the works of Thomas Aquinas. His Index 

Thomisticus, originally published in the 1970s, can today be found online: www.
corpusthomisticum.org/it/index.age. All online sources were retrieved on 8 January 
2017.

  2	 See www.lonelyplanet.com/legal/website-terms/
  3	 The Association of Internet Researchers.
  4	 See www.crummy.com/software/BeautifulSoup/
  5	 See www.lonelyplanet.com/thorntree/forums/europe-western-europe/greece
  6	 See http://scikitlearn.org/stable/modules/generated/sklearn.feature_extraction.text.Count 

Vectorizer.html
  7	 See www.nltk.org/

http://www.corpusthomisticum.org
http://www.corpusthomisticum.org
http://www.lonelyplanet.com
http://www.crummy.com
http://www.lonelyplanet.com
http://scikitlearn.org
http://www.nltk.org
http://scikitlearn.org
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  8	 As Ted Underwood (2012) notes, ‘The notion that documents are produced by dis-

courses rather than authors is alien to common sense, but not alien to literary theory.’
  9	 See Nelson (n.d.).
10	 See Blevins (2010).
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7	 Tinder matters
Swiping right to unlock new research 
fields

Jenna Condie, Garth Lean and Donna James

Start where you are.
(Gibson-Graham, 2011)

Swiping (ourselves) right into research

There is no one story to tell about Tinder, the popular location-aware mobile 
application (app) designed primarily (but not necessarily) for dating, and how it 
mediates our social encounters with others. There is so much to say. Do we start 
with the psychology of mobile dating (e.g. Sumter, Vandenbosch, and Ligten-
berg, 2017) or with Tinder’s touchscreen and user design (e.g. Werning, 2015)? 
How can we respond to the networked possibilities and new intimacies that 
mobile dating apps afford (e.g. Hobbs, Owen, and Gerber, 2016) as well as the 
problematic behaviours being witnessed and materialised (e.g. Mason, 2016)? 
Starting is difficult because it matters how we frame our ‘knowledges-in-the-
making’ (Wilson, 2009) and ‘what stories we tell to tell other tell stories with’ 
(Haraway, 2016: 12). When the world is hot, fast, urban and young (Mirzoeff, 
2015), how can research on Tinder make a difference?
	 There is an urgent need to think, research, and write in ways that acknow-
ledge the assemblages; the complex entanglements of technology, people 
(including ourselves), place and power. When you use Tinder, you are present in 
hybrid ways, ‘matching’ with people in close geographical proximity. You are 
intimately knotted with technology and its tentacles of networked connectedness 
with other social media, such as Facebook, Instagram, Snapchat, and Spotify, as 
well as other dating platforms such as Grindr, Bumble, and Happn. In the quest 
to maintain/gain a high user base, Tinder is a ever moving target with an evolv-
ing interface designed for enhanced user experience and appeal: it is a business 
generating profit from our most intimate relations of all. Through gamified, sim-
plified, digital practices (the most ‘iconic’ being the swipe mechanism), Tinder 
enables partner finding at speed, and in turn contributes to a commodification of 
people (Werning, 2015) that raises public concern (e.g. Sales, 2015). Who 
has  value in the ‘24/7 singles bar in your pocket’ (Azani, 2015)? In Tinder’s 
marketing materials, a homogeneous, heteronormative ideal is presented 
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where ‘older, gender-variant, homosexual, low socio-economic status (SES), and 
rural-dwelling people are absent … and featured actors are predominantly white’ 
(Duguay, 2017: 358). Indeed, these marketing messages echo the hierarchies of 
gender, sexuality and race that location-aware dating apps (re)produce (Cal-
lander, Holt, and Newman, 2012; Callander, Newman, and Holt, 2015; Mason, 
2016). Messy and muddled, complex and consuming, Tinder is completely 
inseparable from the people who use it. Without us, there is no Tinder. We there-
fore need to orientate towards the question: what are we becoming with Tinder?
	 So we start where we are, ‘as specific located beings’ (Gibson-Graham, 2011: 
2), drawing upon personal experiences of using Tinder (mainly in Australian and 
European contexts) and the experiences of our research participants who have 
used Tinder and other location-aware apps (e.g. Backpackr, Grindr and Couch 
Surfer) while travelling across the world. Our first research study aimed to dis-
cover how people use location-aware social apps, including those designed prim-
arily for dating (i.e. Tinder), during travel. Our methods were the usual suspects: 
an online qualitative survey and follow-up qualitative interview (via email). But 
we had essentially ‘swiped [ourselves] right’ into researching screened and 
technologically-mediated travel experiences in times of the ‘mobile’ and the 
‘digital’. We had witnessed the prevalence of travellers on Tinder searching for 
tour guides, friends, lovers, local knowledges and momentary companions; 
people that our main location in the cosmopolitan, densely populated, global city 
of Sydney in Australia brings close. We sought out the social commentaries of 
travel bloggers discussing the phenomena of ‘Tinder travel’ and ‘Tinder 
tourism’, who recommend the app and others like it as way-finders and 
knowledge-generators for those in places new and unknown (e.g. Davis, n.d.; 
Sinders, 2015). We consumed Tinder’s video advertisements, attentive to the use 
of travel as the key narrative to sell its premium service Tinder Plus (see Tinder, 
2014), which enables users to change their geo-location and therefore swipe and 
match with others ahead of arriving in their destination. Tinder is designed for 
the mobile, digital, agential one.
	 We knew/know a lot about Tinder outside of, and without, our formal data col-
lection tools. How do we account for our experiences of feeling what it is like to 
swipe through a sea/catalogue of others: to match, to chat, and to meet with people 
as friends and/or as dates and/or something unexplained, in places new and old, on 
the move and while at home? We questioned/question the ethics of our simultane-
ous Tinder use and research and the composite of the two (see Condie, Lean, and 
Wilcockson, forthcoming). We are very much part of the ‘research-assemblage’ 
(Fox and Alldred, 2013) finding that the more immersed you are (the more ‘Tin-
dering’ you do), the more acute the nuances, traces, and implications of the tech-
nology become. We swiped ourselves right into the thick of it and remain there 
(albeit in different guises) to stay close to the practices and doings of Tinder and 
other location-aware mobile dating and travel apps. Tinder is heteronormative 
(Duguay, 2017), and so are we: we are white, working-to-some other class, hetero-
sexual, urban-dwelling academics. The politics of location are present in the work 
that we do and the knowledges we produce (Braidotti, 2013).
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	 We focus on Tinder here, as opposed to providing a broader analysis of the 
plethora of apps within a saturated mobile dating/travel app market, given its 
prevalence with public and (our) personal realms and to ‘make trouble’ with the 
‘thick, ongoing presence’ with ‘all sorts of temporalities and materialities’ 
(Haraway, 2016: 2). Tinder is how we entered the ‘field’. One of us opened the 
field for another, then another, and also for others researching Tinder and 
location-aware dating apps with us as part of the ‘Travel in the Digital Age’ 
(TinDA) team at Western Sydney University, Australia. Our ‘I’s’ are epistemo-
logically inescapable and relationally dependable in our knowledge-making 
practices. This is particularly pertinent to the research context of mobile dating 
apps, where the personalised web and its algorithmic culture actively shape what 
you experience and who you encounter, which shapes everything thereafter. 
Although, our tellings here are more than reflective in that we seek to defract1 
(Barad, 2003) and document the differences that we generate in our knowledge 
practices (Wilson, 2009). Where reflection produces the same (e.g. like a 
reflected image in a mirror), diffraction deals with the effects of difference like 
‘the interactions of ripples from more than one stone dropped into a pool at 
once’ (Kara, 2017: 291). We cannot disentangle ourselves from the ‘field’ into 
which we were already becoming Tinderer-researchers, as ‘we do not obtain 
knowledge by standing outside of the world; we know because “we” are of the 
world’(Barad, 2003: 829). We start where we are to consider the possibilities 
and implications of location-aware mobile dating/travel apps for reworking 
social relations, mobilities, belongings, and humankind.

Becoming with Tinder: new materialism for social inquiry
To know Tinder better, we are engaging and playing with ideas and concepts 
that can be roughly housed together under the banner of ‘new materialism’. Our 
new materialist engagement started after our first ‘Travel in the Digital Age’ 
(TinDA) research study of how people use location-aware social apps during 
travel, which has a qualitative research design, primarily consisting of online 
surveys (see www.tindaproject.com/participate/) and interviews. Our research 
methods of choice predate the conceptual considerations in this chapter, 
however, we seek to align and develop our theoretical-methodological entangle-
ments here. To do so, we draw upon snippets of data from our TinDA projects, 
which include data generated through the qualitative online survey and inter-
views with people who have used Tinder during travel, as well as interviews 
with women about their everyday experiences of using Tinder.
	 New materialist work seeks to ‘stretch prevailing modes of subjectivity in a 
new direction’ (Connolly, 2013: 400) by decentring the human and recognizing 
the agency of the material world. Karen Barad proposes an ‘ethico-onto-
epistemology’2 of ‘agential realism’ (Barad, 2007), which offers a ‘posthuman’ 
understanding of intra-activity that joins the human and non-human so that 
‘ “[h]umans” are neither pure cause nor pure effect but part of the world in its 
open-ended becoming … neither has privileged status in determining the other’ 

http://www.tindaproject.com
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(Barad, 2003: 821–822). The term ‘intra-action’ is used as opposed to ‘inter-
action’ to move beyond the conception that two entities (e.g. human/non-human) 
were previously distinct. With a new materialist framework in play, technology 
(smartphones and software) performs with its humans/users and these perform-
ances take place somewhere. Attention turns to the much broader and more 
complex ‘research-assemblage’ of ‘the bodies, things and abstractions that get 
caught up in social inquiry’ (Fox and Alldred, 2015: 400), which includes the 
researchers as knowledge-makers too. Widely discussed and gaining traction 
within science and technology studies and gender studies (Schadler, 2016), new 
materialism relates to, and takes seriously, the struggles and strengths of fem-
inist, postcolonial, anti-racist and queer theory in the breaking down of binaries 
and the examination of the boundary-making practices we engage in when 
‘worlding worlds’ (Haraway, 2016).
	 The binary constructs often used in social analyses of technology and 
behaviour create categories and reinforce boundaries that can (and should) be 
considered differently, radically even. When we use Tinder, we are not in 
another place or another world. We are in the same realm. We do not just use 
Tinder. We are Tinder in that, without us, there would be no Tinder: no profiles 
to swipe through, no people to match and chat with. New materialist social 
inquiry encourages awareness and bewareness of where we place the ‘agential 
cuts’ and challenges the use of binary constructs that reinforce boundaries – 
human/non-human, home/away, digital/material, online/offline, male/female – to 
situate people, place and location-aware apps in a web of relations and ‘intra-
actions’ (Barad, 2003). For example, Warfield (2016: 2) draws on Barad’s ‘agen-
tial cut’ to advance understandings of the selfie phenomenon, to show how the 
separation of ‘the photo from the body, the technology, and the expressed sense 
of self ’ limits our knowledge around the ‘gendered apparatuses of bodily pro-
duction’. By making techno-scientific practices visible with a new materialist 
lens, people and technology (Tindering-Tinderers) become inseparable as the 
human is decentred and agency is located within ‘intra-activity’. What also 
becomes more visible with ethico-onto-epistemological attention are the techno-
scientific practices of knowledge production, where research is compiled in a 
‘research-assemblage’ of ‘micropolitics’ and ‘machines’ (Fox and Alldred, 
2015): the data collection machine, the data analysis machine, the report writing 
machine, the researcher-machine. In turn, the boundaries of what could and 
should be included in research are confused within new materialist inquiries that 
seek to make the behind-the-scenes workings of knowledge production both 
knowable and accountable. What is it that we are doing? What do our data do 
and produce?
	 In her Cyborg Manifesto, Haraway (1991) writes that we should take pleasure 
in the confusion of boundaries, as such confusion leads to a responsibility for 
their construction. The ethical commitment to take responsibility for the 
(research) stories we tell, the data we produce, and the technoscientific practices 
we engage in when worlding knowledges aligns closely with the more radical 
philosophies of feminism, anti-racism, postcolonial, and queer theory. Tinder 
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matters and we need to get to its materialities to focus on its ‘social production’ 
rather than ‘social construction’ (Fox and Alldred, 2013).

Because everyone’s on Tinder, like it’s so fucked up in this society like 
we’re more connected than we have ever been before, but we’re more dis-
connected. And it’s like no one knows how to form relationships, like I 
don’t even know how people get into relationships anymore, like, genuinely, 
how does that happen?

(Jessica, 28)

Tinder has agency to act and produce and our research participants tell us so. As 
Jessica asks, how do we get into relationships now Tinder is here? Why do rela-
tionships matter and to whom? How do people move from swiping right, chat-
ting, and dating, to long-term relationships with wedding bells and babies? Who 
do such questions matter the most to? There is no linear process to be tracked 
and a straightforward answer to conclude. What becomes is ‘a branching, revers-
ing, coalescing and rupturing flow’ (Fox and Alldred, 2013: 401). Our research 
inquiry has branched into many research inquiries as new people come on board, 
projects emerge, and as our participants push us towards new questions and 
queries. We are decentring our focus on humans/users to acknowledge that there 
are many things in play and being assembled: other people, apps, devices, loca-
tions, distances, times, infrastructures, economies, geographies, histories, and 
desires that contribute to these ongoing processes of change. The profit-driven 
agenda behind location-aware social apps also requires consideration in our 
research – who wins and who loses? It is therefore not enough to locate agency 
with people or with technology as

in the historical era of advanced postmodernity, the very notion of ‘the 
human’ is not only de-stabilized by technologically mediated social rela-
tions in a globally connected world, but it is also thrown open to contra-
dictory redefinitions of what exactly counts as human.

(Braidotti, 2006: 197)

What counts as human when we are seemingly struggling to form relationships 
without the loving arms of technology?
	 Within the emerging (rush of ) research on Tinder, anthropocentric approaches 
to studying the Tinder phenomena seemingly prevail where agency – the ability 
to act – is located firmly within the person. Psychological studies in particular 
place agency with the Tinder user to the neglect of the technology’s agentic 
capacity to act in the processes of relations and becomings. The focus might be 
on the user’s motivations and gratifications for using Tinder (Sumter, Vanden-
bosch, and Ligtenberg, 2017); how our personality traits predict our Tinder use 
(Timmermans and De Caluwé, 2017) and anti-social Tinder ‘trolling’ behaviours 
(March, Grieve, Marrington, and Jonason, 2017); or how men and women differ 
in their mobile dating (Abramova, Baumann, and Krasnova, 2016; Sevi, Aral, 
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and Eskenazi, 2017). These studies place an ‘agential cut’ (Barad, 2007) between 
the human and the non-human, the subject and the object, the man and the 
woman, where one is considered to be causing or marking an effect on the other. 
The focus is on motivations, personality traits, and individual differences 
(including gender) and the measurement of these socio-cognitive/biological enti-
ties, which results in ‘essentialised’ (Fuss, 1989), ‘finalised’ (Bakhtin, 1984) and 
‘othered’ (Braidotti, 2013) accounts of the human. While ‘the subject’ and our 
subjectivities are far from redundant in a post-humanist, new materialist mode 
(ibid.), we need to think differently about subjectivities and what it means to be 
human with technology. Technology and its ability to act with people in the pro-
ductions and performativities of bodies, things and power, should not be over-
looked or ignored.

Tinder as a ‘cyborg’ research tool
If subjectivities need to be rethought in times of technological entanglement, so 
too do the research methods we use. Our ‘Tinder Travel’ study and the research 
inquiries that have spun from it, are predominantly qualitative by design. In the 
hierarchy of qualitative research methods, qualitative surveys and interviews 
have taken precedence, directing our attention towards ‘human actions, experi-
ences and reflections’ and potentially away from the matters and ‘the relations 
within assemblages, and the kinds of affective flows that occur between these 
relations’ (Fox and Alldred, 2013: 402). The methodological risks of employing 
a qualitative research design that centres human experiences are that we produce 
oversimplified, depoliticised, dislocated representations of reality. How do the 
research methods we use, our ‘social science apparatus’ (Ruppert, Law, and 
Savage, 2013), need to change in times of the ‘digital’? Is there something right 
under our noses?
	 In a review of new materialist research, Fox and Alldred (2013) found a pref-
erence for qualitative research designs, particularly ethnography, sometimes with 
an auto-ethnographic component, as well as in-depth qualitative interviewing. 
They note that qualitative research designs are likely favoured due to their capa-
city to produce contextualised understandings of social phenomena. It is perhaps 
unsuprising that discursive forms of data generation continue in new materialist 
work, given the power that language has been granted through social research 
practices where even materiality is turned into ‘a matter of language or some 
other form of cultural representation’ (Barad, 2003: 801). Still, surveys and 
interviews that privilege language or discourse and a ‘dialogical epistemology’ 
(Cooper and Condie, 2016) enable researchers to ‘get at’ digitally mediated prac-
tices. As participants recount their Tinder experiences, their digital practices and 
‘doings’ (Barad, 2003), the becomings and flows (Fox and Alldred, 2013), can 
be known:

I worked in tech so I also had little bug bears about the way it [Tinder] 
worked. Like you use iMessage or a text and it comes through instantly, 
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whereas with Tinder a message just sits there and be like err, I’m gonna be 
5 minutes now before you have the next message and I was like, this is no 
way to have a conversation when I’m trying to make friends with this 
person.

(William, 29)

Fox and Alldred (2013) propose that new materialist researchers need to system-
atically ‘dredge’ all sorts of empirical data sources to know about the affects of 
bodies and things, to then piece together and identify the social relations and for-
mations in motion. We can ask participants questions about Tinder but we can 
also look at it ourselves. Tinder is an acutely visual platform, which begs to be 
seen. Using dialogical research methods alone potentially limits access to the 
visuality of Tinder. According to Tinder (2014), its users are swiping through a 
collective 1.6 billion profiles per day where the primary focus of the app’s inter-
face are photographs. So many people are looking at the visual images of so 
many others. Gaining ethical approval to look at Tinder, to analyse profiles, or to 
ask participants to use Tinder as part of their interviews, is more difficult than 
gaining approval for the ‘arm’s length’ and ‘eyes averted’ surveys and inter-
views. Auto-ethnographical approaches are notable within new materialist 
research (Fox and Alldred, 2013) and can add much to the research stories we 
tell about human-technology assemblages of contemporary dating and partner 
seeking, including Tinder’s ever pressing visuality:

I sign back up to Tinder to practice what we preach about Tinder matters 
and the potentialities for social research methods. I’m now very partnered 
and disclaim this in my bio with ‘here for research purposes only’. Tinder 
sets my search criteria to men aged 23–43, ten years either side of my age, 
and within 80 kilometres of me and my phone. The first profile up is a 
blonde-haired, blue-eyed, white man in a white polo shirt with a tattooed 
sleeve, seven years my junior and only 3 kilometres away. I’d put my 
money on him being British. I try to get back to my settings page but the 
app’s design has changed since I was last here. I can’t get out of the swiping 
function. Tinder’s forcing me to see his pictures, to see him. I click top left, 
then top right and end up at the ‘recommend to a friend’ or ‘report’ options. 
If I’m not careful, I’m going to end up superliking the very first profile I see.

Drawing upon our own experiences enables us to emphasise the nuances of 
human-technological performances with Tinder as well as the complexities of 
being there as a Tinderer-researcher. Kara (2017) notes that auto-ethnographic 
methods can be productive in terms of researcher creativity, which for us, has 
instigated more visual methodological strategies to embrace the discursive-
materiality of location-aware technologies. For example, we now ask interview 
participants to draw their mobile dating experiences on maps of the Greater 
Sydney Region to tease out and visualise the spatialised relations of place, iden-
tity, and the classed, gendered, sexualised and racialised social encounters made 
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possible within the Tinder assemblage. There is also something to be gained in 
terms of outing and accounting for our research practices. We can start to trace 
our ‘knowledges-in-the-making’ (Wilson, 2009) to share with others working 
and interested in this field.
	 ‘Entering the field’ has long been discussed as a complex set of processes and 
negotiations, often involving gatekeepers who open the field for us in the early 
stages of research (Gobo, 2008). Yet now it takes just a few downloads, clicks, 
sign-ups, and swipes to unlock new research spaces that offer opportunities and 
possibilities for a deep engagement with the ‘thick, ongoing present’ (Haraway, 
2016) and the hybrid entanglements of humans, technologies, and places. To 
experience Tinder is to know it is alive and lively and dynamic. Drawing a 
boundary between researcher and Tinderer is haphazard. When you are active in 
the ‘field’ and reside there for a while, you get a strong sense of the ongoing pro-
cesses, and the twists and turns of your life circumstances intra-acting with the 
apps in unpredictable ways. Only when you remain there and engage in the 
discursive-material practices of swiping, matching, chatting, and meeting, do 
the  capabilities of Tinder as a research tool become visible. Notably so as a 
medium through which to learn about, and join in with, other people and 
practices within a place:

At home alone in a new city (and single), I plucked up the courage to down-
load Tinder. The risks were still that someone I knew – a new acquaintance, 
colleague or student even – could discover me on Tinder. Being on Tinder 
presented ‘trouble’ for my ‘identity work’ but much less work than it would 
have done in my hometown. Troubles aside, Tinder was full of insights 
about my new town and the people here – who they are, where they are 
from, why they are here, what they like, where they go, what they want, 
what they do, and how they live in this city.

There are many themes of significance in the above retrospective telling of a 
researcher’s entering of our new research field. Briefly, the story aims to high-
light that location and place are central to how you use Tinder and who you can 
be there; there is a closeness or nearness to Tinder in terms of encountering 
known people (the implications of which are tied to the app’s facilitation of 
casual sex and its associated stigma that is more pronounced for women); and 
that Tinder provides a specific position from which to witness people in place 
and the lives lived there. Where you are shapes who you are and how you ‘be’ 
with Tinder. It has taken us a while to engage more deeply with ethnographic 
practices such as participant observation and auto-ethnographic methods to 
know Tinder better. We articulate elsewhere (Condie, Lean and Wilcockson, 
forthcoming) that our moves towards research designs that centre other people’s 
experiences and avoid our own, might reflect our discomfort with ‘being there’ 
(Pink et al., 2015) in an ethnographic sense. Our initial research focus on travel, 
as opposed to ‘everyday’ or even ‘home’ use, also works to create distance 
from ourselves and our ordinary daily lives. We produce an ‘agential cut’ 
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between ‘home’ and ‘away’, a boundary that is not very clear-cut at all with 
technology.
	 The above story of joining Tinder invokes the concept of the flâneur or cyber-
flâneur, literary figures that ‘walk worlds’ (Wilson, 2009). Shaw points out:

If you are in any way involved in the analysis of urban culture, you, at some 
point, are forced to confront the extraordinary persistence of the flâneur as 
a  figure that haunts both modern and postmodern concepts of urban 
subjectivity.

(2015: 1–2)

There is plenty to say about urban life with Tinder but who gets to say it? Given 
the privilege associated with the flâneur as someone with a masculine freedom 
to explore urban life without the threat and risk of being ‘out of place’, Shaw 
turns to Haraway’s (1991) notion of the cyborg, which is perhaps a granddaugh-
ter of the flâneur (Shields, 2006). Wilson (2009: 500) extends the notion of 
cyborgs for ontological hybridity (as a hybrid of machine and organism) to argue 
for cyborg epistemologies that ‘enact hybrid ways of knowing’. By staying close 
to the phenomenon, as ‘cyborging’ (Kitchin, 1998), hybrid, entangled research-
ers, can we better understand ‘how the social is materialized in and saturated 
with device’ (Ruppert, Law, and Savage, 2013: 24) as well as witness the geog-
raphies of ‘cyber-urban’ (Forlano, 2015) spaces that are becoming with location-
aware mobile apps?
	 The location-awareness of modern dating technologies differentiates what we 
now have from past iterations (e.g. online dating websites). As Tinder simply 
cannot work without knowing where you are (your geo-location), it is rather 
ironic that anthropocentric, psychologised research on location-aware mobile 
dating apps skirts around location by decontextualising the social encounters 
made possible by them. Even though our skin acts as a ‘corporeal boundary’, 
humans ‘are figured by and in steady interconnection with their environment, 
and they cannot be perceived and described without it’ (Schadler, 2016: 506). 
Our focus on travel has enabled us to prioritise the location-awareness of con-
temporary dating/travel apps and forced us to think in terms of flows, move-
ments, processes and situatedness. The exchange between TinDA project 
interviewer Scarlett and research participant Jennifer (aged 25) provides an 
example of how humans and their swiping practices are figured and embedded 
within where they are:

Scarlett [interviewer]:  Would you say you use Tinder as casually [for casual 
sex] as you did travelling at home?

Jennifer:  Na [no], not really.
Scarlett [interviewer]:  Why not, do you think?
Jennifer:  Sometimes I’m scared, well, here I’m more strategic because of 

where I work, in case they’re [other Tinder users] a client from work. 
Because a lot of people have come up [as profiles on Tinder] and I’m like na 
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[no], just swipe left and keep going because they are clients. I’ll look to see 
if we’ve got mutual friends and I don’t mind the people. And because I’m 
here permanently, I go to a lot more effort, you know, stalk them first, 
whereas overseas I just kept swiping, it didn’t even matter.

Jennifer articulates how the social stigma of online dating and casual sex persists 
(David and Cambre, 2016; Duguay, 2017) but arguably fades further away from 
home. So too does risk it seems, although our research participants indicate that 
digitally mediated social encounters are gendered and in order to trust someone 
to meet them, women do a lot more work to ‘stalk’ and stay safe. Embracing 
more spatialised understandings of the human (Tucker, 2011) positions Tinder 
and Tinderers as locational, relational, temporal, mobile, discursive, and 
material. In new materialist social inquiry, the mobilities and ongoing processes 
can be attended to for a situated understanding of Tinder that is sensitive to our 
lives of ‘code and place’ (Forlano, 2015).
	 A most compelling example of how the smartphone and Tinder reassemble 
‘social science apparatus’ (Ruppert, Law, and Savage, 2013) comes from anthro-
pologist Anya Evans (2017) and her research examining the politics of space in 
the Occupied Palestinian West Bank. The impossibilities of engaging with geo-
graphical proximate but socially separated groups are sidestepped with Tinder, a 
space ‘not restricted by the occupation’s enforced ethnic separation, placing Pal-
estinians, Israelis, and IOF soldiers on a relatively equal playing field of access’ 
(Evans, 2017). Evans’ (2017) ethnographic field notes can be interpreted with 
Barad’s (2007) notion of diffraction in that they do more than reflect, they docu-
ment the ripple effects of being there on her knowledge-making and the ethical 
entanglements of doing research in the romantic and sexual spaces of Tinder.
	 The aim to defract rather than reflect brings to the fore our initial research 
questions to understand how people use location-aware social apps such as 
Tinder during travel. Why do we want to know this? What differences are we 
trying to make in the knowledge machine? What figurations can we produce to 
do justice? What participants have told us so far is entangled with our theoretical 
engagements with feminist new materialism. We do not all travel with Tinder 
equally. By bearing witness to the thick present of our research field, we are 
moving towards more urgent questions around travel and consumption, the 
impacts of for-profit motives on intimate relationships, as well as the persistence 
of colonialism, patriarchy, and racism present within human-technology-place 
relations. Tinder is far from trivial and we can think and do differently and ser-
iously in feminist new materialist mode.

Tomorrow’s relations
As researchers, we must not shy away from the responsibilities of knowledge-
making. We must confront the present in all its complexities to consider what we 
are becoming with technology. A new materialism framework where matter 
matters, and Tinder matters, where ‘neither discursive practices nor material 
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phenomena are ontologically or epistemologically prior’ (Barad, 2003: 822) can 
embrace the complexities and responsibilities of knowing, being and doing. 
Tinder matters in that it makes and remakes social relations and cultural 
practices.
	 Tinder provides more than snapshots into contemporary social life and its 
networked intimacies: it is a way-finder, knowledge-generator, friendship-giver, 
sex-sorter, game-changer, time-passer, soul-destroyer, esteem-giver, self-
depressor, sushi-train, love-machine. We make Tinder and Tinder makes us. 
What are we becoming in times of technological entanglement? What is human-
technology doing to our relationships and intimacies? By being willingly 
entangled in Tinder, we hope to develop research questions and inquiries that 
matter and take response-ability for the research stories we tell.
	 From our ethico-onto-epistemologies to our hybrid research tools, the techno-
scientific academic practices we engage in have consequences for the knowledge 
we produce. A research focus on travel and travelling has both enabled us and 
required us to decentre human experiences and to encompass location, place, 
gender, technology, app design and all of the other things. Given the rapidity of 
global change, new materialist ethico-onto-ontologies are providing many 
researchers with the necessary frameworks with which to understand digital 
technologies in different and radical ways. It is important to question the 
boundary-making practices of research where we produce knowledge that 
assumes a boundary between the human and the non-human, the subject and the 
object, the online and the offline, as well as home and away. An anthropocentric 
approach to researching location-aware technologies does not do justice to the 
affective capacities of technology, and the situatedness of everyday, ordinary, 
digitally mediated lives. When the ‘field’ is an app on your phone that is in your 
hand, in your home and every place else you go, the rules of research need 
rewriting.
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Notes
1	 ‘Diffraction is a mapping of interference, not of replication, reflection, or reproduction’ 

(Barad, 2003: 803).
2	 Barad (2007) introduces ‘ethico-onto-epistemology’ to intertwine questions of ethics, 

knowing (epistemology) and being (ontology) that have been improperly separated in 
research practices.
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8	 Remote ethnography, virtual 
presence
Exploring digital-visual methods for 
anthropological research on the web

Shireen Walton

Introduction

Digital technologies have developed methodological, epistemological and onto-
logical scope for social scientific research. Digital technologies and landscapes 
shape not only which aspects of social life can be engaged with, but also how 
and where. For anthropologists – who are primarily in the business of studying 
social lives and phenomena – nascent theoretical and methodological digital 
pathways hold much contemporary currency; both within the discipline, and its 
ability to speak to and engage with other epistemological traditions. Emergent 
digital and visual methods in particular are opening up innovative avenues for 
conducting ethnographic research with (and not just about) participants. At the 
same time, while ‘new’ media are giving rise to novel methodological avenues, 
they also grow out of older technologies and epistemologies. Technology-linked 
visual research has been a part of the discipline of anthropology from the outset. 
Beginning in the nineteenth century, photography and film have been used to 
record ethnographic information, generating ‘scientifically’ posited data in the 
field, about ‘others’. Margaret Mead and Geoffrey Bateson (1942) had famously 
used photography to try to objectively capture what they called the ‘spirit’ of the 
Balinese character, namely, by producing and compiling photographic ‘docu-
ments’ of Balinese cultural customs and practices. Following the reflexive turn 
in anthropology in the 1980s, and a greater engagement with subjectivity, visual 
anthropology began experimenting with alternative epistemologies in research 
and representation. Participatory video-making with indigenous groups during 
the 1990s forms a salient example within this milieu (Ginsburg 1991, 1994; 
Turner 1991). Such practices, and their more recent conceptual and technolo-
gical manifestations, lend themselves to what Pink (2006) envisaged as the 
future of visual anthropology in a digital age: a public anthropology capable of 
making critical interventions.
	 Today, in a contemporary world saturated by social networks and global 
flows of digital images, research on and using the digital yields a range of 
potential research sites and methods, and epistemological and ontological 
frameworks – as a growing corpus of digital anthropological/ethnographic liter-
ature illustrates (Boellstorff, Nardi, Pearce and Taylor 2012; Horst and Miller 
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2012; Underberg and Zorn 2013; Pink et al. 2015). However, digital methods 
are still not often the first port of call for anthropologists. For the most part, this 
can be put down to the discipline’s characteristic method of studying ‘others’ 
undigitally; through long-term fieldwork engagement in everyday lives and 
practices of people in remote physical settings. The notion of field-based 
research was first established by Polish anthropologist Bronislaw Malinowski 
(1922), who, based on his long-term research in the Trobriand Islands, estab-
lished the view that being in the field for a significant period of time was the 
main method by which anthropologists could understand and represent peoples 
and cultures, authentically. For Malinowski, fieldwork provided a methodo-
logical corrective to what had preceded it, namely, the Victorian practice of eth-
nology and representing others remotely, based on travel/colonial literature and 
other secondary media. This dominant methodological perspective is based on a 
dual epistemological and ontological presumption, which places virtue in pres-
ence, and by the same token, is inherently distrustful of remote enquiry. The 
strength of Malinowski’s legacy has arguably left anthropology slow to adapt – 
and fully commit methodologically – to the digital, relative to other social 
science disciplines. A main issue in this regard stems from the assumption that 
conducting research on the digital via the digital negates the researcher’s pres-
ence, and thereby negates the authenticity of her research. Conceiving of the 
digital landscape as an anthropological field site thereby generally remains a 
poorer supplement for being there ‘for real’, where not being there physically, 
equates to not being there at all. Indeed, even in cases where digital anthropol-
ogy comprises the overarching epistemological and methodological framework 
of the research – such as in the study of digital technologies and ICTs in a said 
physical location – there is still the underlying expectation that one will go to 
the physical field site for a sustained period of time studying digital practices 
and cultures in situ.
	 Two main ontological and epistemological challenges posed by conducting 
anthropological research not just on the digital, but within the digital landscape 
therefore relate to two basic assumptions about anthropological practice more 
generally, which will remain the overarching epistemological anchor of my dis-
cussion in this chapter. These pertain to: (1) the field or locus of research; no 
longer necessarily a geographical place or society, but conceivable as a virtual 
network of social relations in flux; and (2) the researcher’s embodied participa-
tion in their research; no longer contingent upon physical presence, but capable 
of being undertaken remotely and digitally, online. In this chapter, I explore 
these two principal features, both of which comprise the epistemological basis of 
my anthropological research studying popular photography in/of Iran – physic-
ally in the country, in the UK, and remotely, online. As I will detail in the 
chapter, the topic of my research and the methodology developed to study it 
were, from the outset, connected to the epistemological and ontological 
approaches that I encountered and subsequently developed throughout the 
project; namely, transferring the ethnographic tradition to online digital environ-
ments, and the personal, professional and ethical implications of doing this. 
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I will normatively suggest that topic-specific research quandaries and established 
ethical schema should reflexively inform methodological choices made in digital 
research (as in non-digital research). In particular, I will anchor my discussion in 
the potential ‘problem’ of my restricted physical presence in Iran as an anthro-
pologist, revealing how by engaging with digital methods, what might be tradi-
tionally perceived as an obstacle to ‘authentic’ anthropological research can 
actually render visible and inform the adoption of other suitable methodological 
choices and trajectories carved out from within the digital landscape itself. Fol-
lowing from my own research in/on Iran, I conclude by suggesting that meth-
odological potentials in digital and visual anthropology offer broader insights 
into ways of designing and conducting ethically rigorous qualitative digital 
research via mobile digital technologies and the web, particularly where trans-
national, Internet and image-related work is concerned. To begin my discussion, 
I now give an overview of the topic of my research: photoblogging in Iran, 
before linking this with how I generated research questions, developed my meth-
odological apparatus and ethical framework, and made certain choices on 
studying the practice in Iran, the UK and online.

Photoblogging in/of Iran: context, questions, and quandaries
My PhD research investigated the on- and offline practices of Iranian popular 
photographers, with a special focus on photobloggers (individuals/groups who 
blog predominantly with photographs rather than text). Photoblogging is a 
popular hobby the world over, involving the often-daily posting of digital photo-
graphs on photography-orientated blogs (Cohen 2005). Its emergence in the 
early 2000s coincided with the development of the camera phone, which popu-
larised amateur photography, making it even more mobile. In more recent years, 
photoblogs have been integrated into social networking sites and broader mobile 
media ensembles. In Iran, photoblogging is largely carried out by middle-class 
Iranian men and women in their twenties and early thirties, though many Iranian 
photobloggers also live outside Iran, partaking in the associated practices and 
activities in virtual Iranian photoblogging communities. While there is much 
technical and visual commonality in the practice across the globe, photoblog-
ging, like social media at large, is also locally distinct. For many Iranian photo-
bloggers, inside and outside of the country, Iran itself appears to be a chief visual 
subject of their photography; photographs are purposefully taken in and across 
Iran on digital cameras and camera phones in order to be shared with global 
viewers online. My study reveals how photoblogging has emerged as a popular 
means of consciously (and some less consciously) exploring and debating 
various visual and symbolic aspects of Iranian culture, everyday life and experi-
ence. Digital photographs shown on photoblogs convey the traditions, folklore, 
religious practices, material culture, food, history and ethnic diversities of Iran in 
rural and urban contexts – all which serve as visual testaments of everyday life 
in a much-misunderstood country. As I have discussed elsewhere (Walton 2015), 
much of this showing reflects a desire on behalf of the photographers to visually 
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alter perceptions of Iran and Iranians as the ‘enemy other’ of the West and vice 
versa, propagated in official and mainstream visual/media narratives of the 
country in Iran and in ‘the West’ since the Islamic Revolution of 1979. More 
specifically, this cultural polarisation was seen during certain key moments of 
social and political conservatism and economic hardship brought about by sanc-
tions imposed upon Iran, as was seen in the post-9/11 international climate from 
2001, and particularly under the Ahmadinejad administration in Iran 
(2005–2013). As a result of these broader political tensions, many Iranians feel 
that the monolithic representations constructed during these eras have ‘de-
humanised’ the image of their country and crudely simplified understandings of 
Iranian people the world over. The anonymous photographer behind one of the 
most popular photoblogs ‘Life Goes on in Tehran’ (LGOIT), and one of my 
main research participants, summarises a central point about the practice of pho-
toblogging as follows:

I knew early on that the most effective approach to humanizing Iranians was 
to show the daily life in my immediate surrounding … photoblogging is my 
medium of choice if for no other reason than the fact that it involves a 
camera and the Internet. Even a tiny barely functional camera phone pro-
vides the means to capture what I wanted to show to the world: the truth 
about Iran.

(Online interview, LGOIT, 2012)

Here LGOIT conveys the broader significance of photoblogging in Iran, high-
lighting the overall importance placed on mobile digital technologies (such as 
camera phones) by Iranian photobloggers such as himself, as appropriate vehi-
cles for deploying alternative systems of capturing and representing a certain 
everyday ‘truth’ about Iran ‘from below’.1 Here, as he puts it, even a ‘tiny barely 
functional camera phone’ is suitable for facilitating the kind of popular cultural 
self-representation LGOIT seeks to capture and communicate to viewers via the 
Internet. Historically speaking, photography has always been mobile, and linked 
with epistemological questions. Pinney (2008) shows how as photographic tech-
nology became increasingly miniaturised and increasingly mobile in the early 
twentieth century, its habitus changed – it was no longer dependent upon official 
support or the same levels of financial investment as in the nineteenth century. 
LGOIT’s remarks above reflect these broader theoretical observations about 
changes in analogue photography, but at the specific historical juncture wherein 
digital photography became increasingly mobile in the early 2000s with the 
advent of camera phone photography. As my study more broadly reveals, 
photobloggers emphasise these novel socio-technological potentials, while 
drawing on  the documentary realism of mobile digital technology, in order to 
‘set the record straight’ about Iran through their practices. On another note, pho-
toblogs also serve as alternative low-cost/free exhibition venues for showing 
Iranian photography beyond official galleries and public museums inside and 
outside of Iran, and their respective politics, policies and restrictions. Given the 
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relationship introduced above between nascent mobile digital technologies and 
their facilitating of an epistemological shift in ways of seeing Iran, at this point, 
I will turn to discuss how I became interested in the topic of Iranian photoblog-
ging. Here, as I will describe below, early theoretical observations and methodo-
logical/ethical considerations influenced the development of both my research 
questions, and how I chose to set about answering them.

Developing the research questions
My introduction to Iranian photoblogging came about in 2011, when I was con-
ducting research as part of a master’s project in social anthropology on the visu-
ality of Iranian blogs. My master’s project stemmed from two personal 
observations at the time: (1) the thriving online cultural life in the Iranian blogo-
sphere, detailed most comprehensively in a seminal study on the subject by Sre-
berny and Khiabany (2010); and (2) my observations of the striking locality to 
the digital, visual and online cultural practices that I had observed among Irani-
ans inside and outside of Iran during the presidential election protests in Iran in 
June 2009. From the symbolic use of the colour green to signify reformist 
banners, graffiti and make-up, to the more general popular photography and 
film-making activities taking place on the streets by the new citizen journalists, 
in what scholars and journalists alike have since called the ‘Twitter Revolution’ 
(Sreberny and Khiabany 2010; Mottahedeh 2015). The protests of 2009 in Iran 
seemed to render digital/visual communication a new modus operandi for both 
domestic and transnational Iranian communication, as has been duly observed 
by scholars (Dabashi 2010; Khatib 2013; Khosronejad 2013). Given points (1) 
and (2), I was surprised, at the time, to find that literature on Iranian online 
visual-cultural production beyond studies of 2009 green wave activism was 
scarce, nigh on altogether absent. My interest in studying cotemporary Iranian 
visual culture online developed further in line with these observations, coupled 
with a growing personal interest in and broader awareness of the socio-political 
commentaries and acute aesthetic sensibilities of Iranian contemporary art, 
photojournalism and New Wave Iranian Cinema (Balaghi and Gumpert 2002; 
Tapper 2002; Naficy 2011). Beyond the official domains of art production and 
activism, what could be said of the nascent popular digital visual cultures wit-
nessed on the Iranian social web? This I set out to investigate. Through a casual 
and almost haphazard online search of ‘Iranian photoblogs’, I came across the 
photoblog Life Goes on in Tehran (LGOIT). Intrigued by the title, I investigated 
a little further, and soon discovered it to be an intriguing combination of art 
praxis and what it more prosaically was: a blog. Curiously here, aesthetic sensi-
bility and cinematography loomed large. These elements were evident in the 
design; including the choice of images, the unique horizontal scrolling layout of 
the image galleries, and the witty and subtle politics of the captions (Figure 8.1).
	 The overall mise-en-scène of the photoblog formed the impression that some-
thing at once global in form, and yet intimately Iranian – and with unmistakable 
use of western cultural references and aesthetic markers – seemed to have 
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popular global appeal, judging by the photoblog’s global fan base and comment 
streams (Figure 8.2).
	 This led me to deduce that perhaps Iranian photoblogs deserved further crit-
ical attention than had (and still have) been observed by scholars. Online 
environments, for Iranians, seemed to be not just a profoundly social arena as 
they are elsewhere across the globe, but also appeared to be a place for articu-
lating something of a shared subjectivity and experience in local/global contexts, 
while providing a space for taking photography and transnational visual commu-
nication seriously.
	 For my master’s study I proceeded to investigate LGOIT as a case study, 
based on online interviews conducted with its publicly anonymous creator. 
These interviews fed into my wider visual analysis of images on the site, and 
discourse analysis of samples of posted comments. Back then in 2011, the liter-
ature on digital ethnography was sparse, and my approach during my master’s 
project was thus largely one of experimentation, trial and error. Nevertheless, I 
conducted my research within the established ethical code of conduct in anthro-
pology, which chiefly considers the protection of research participants and their 
data, along with the researcher’s ethical conduct in the field – however physical 
or virtual. Both the analyses and methods of enquiry I conducted at this early 
stage set an important methodological and ethical precedent for the rest of my 
doctoral project, namely, that online data collection is only one part of the 
process of excavating and generating meaning in digital research. Hookway’s 
(2008) ethical discussion of conducting qualitative research on blogs highlighted 
a useful distinction, early in on my research process, between what he terms the 
‘trawling’ and ‘soliciting’ of blogs; the former being a passive form of browsing 
the presented web material, and the latter an active form of enquiry involving 
deeper strategies, such as making contact with the blogger, and soliciting 

Figure 8.1  ‘Life Goes on in Tehran’, April 2009 album.
Source: http://lifegoesonintehran.com/25_April_2009.html.

http://lifegoesonintehran.com
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meaning beyond the surface of the visible/publicly available content. That such 
a qualitative distinction exists between the two I had already suspected from 
investigating the existing literature on ‘virtual ethnography’ (Hine 2000, 2008), 
and from my theoretical training in classical ethnography and visual anthropol-
ogy. The epistemological basis of these three areas, which treated both virtual 
data and images as social objects – worthy of (material) cultural analysis, 
between processes of production, circulation and consumption – in effect, made 
the process of translating established theoretical and methodological approaches 
in anthropology and sociology to the digital context, theoretically reasonably 
straightforward. Specifically, the qualitative/ethnographic researcher’s commit-
ment to contextualising the social ‘object/subject’ of enquiry would involve an 

Figure 8.2  ‘Life Goes on in Tehran’ home page.
Source: http://lifegoesonintehran.com.

http://lifegoesonintehran.com
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equally rigorous process of contextualisation in the broader (and offline) social 
and political networks and subjects’ lifeworlds. As an anthropologist, above all, 
the process would require getting to know the people with whom one is conduct-
ing research over a length of time. These established social scientific principles, 
I suspected, would hold as equally true in online research and data collection as 
in offline practices, though the precise carrying out of these processes would 
inevitably involve a certain amount of ontological, conceptual and experiential 
reorientation, as I discovered, and will discuss.
	 Having conducted a preliminary study of a small sample of Iranian photo-
blogs purely online, I developed my research questions for a larger, transnational 
enquiry into the practice in my doctorate. This would involve further in-depth 
case studies of photobloggers’ lives, movements and practices, and include a 
larger sample of what in the end totalled 250 photoblogs. I initially conceived of 
the project as being carried out for the most part in Iran, while conducting digital 
ethnography, online, simultaneously. In the original conception of the project, I 
had planned to spend time ‘being there’ with Iranian photographers in person in 
major cities such as Tehran and Esfahan, where their practices appeared to be 
particularly prevalent. Prior to the official start of my fieldwork term, I had 
established some core research questions based on my previous study, namely, 
how Iranian photoblogging was signalling the development of a new popular 
documentary/art form in Iran, and the impact of these ‘new’ types of images on 
local and global social imaginaries, particularly regarding Iran’s relationship 
(cultural, political and ideological) with the West. From the UK, I solicited pre-
liminary contacts in Iran and began to prepare the logistics of my trip. The form 
the ethnography eventually took, however – involving one month in Iran, and 
the remaining 11 months in London, Oxford and online – relates to certain con-
straints that I then faced at the specific political ‘moment’ that I began to under-
take my research in October 2012. I will reflexively account for these below, 
showing how these issues raised certain epistemological and ontological issues, 
which informed the methodological strategies I adopted to perform digital-visual 
athropology online.
	 The autumn of 2012 was a particularly heightened moment of political 
tension between the conservative administration of President Mahmoud 
Ahmadinejad in Iran and the western countries. In addition, in America, Repub-
lican Party campaigns during the US presidential election in November 2012 
were, along with various political figures in Israel, threatening to coerce Iran into 
a war over their suspected nuclear programme, contributing to an overall tense 
international political climate. Concurrently, the Iranian Embassy in London and 
the British Embassy in Tehran were closed, following a violent attack on the 
latter the previous year in November 2011, thought to be carried out by members 
of Iran’s volunteer Basij militia, in connection with UK-imposed sanctions on 
Iran. As a result of these fraught international and domestic political climates, 
travelling to Iran, particularly for British citizens, became a significant point of 
contention. The Foreign and Commonwealth Office (FCO) in London had 
warned against all travel to Iran for British citizens, and this warning was, in 
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turn, presented to me, a sole British passport holder, by the Health and Safety 
and Central University Research Ethics Committee (CUREC) bodies of my 
university, who both advised against, and could not officially sanction my pro-
posed fieldwork in Iran. Determined to continue pursuing my research, I solic-
ited advice from personal contacts in Iran, and eventually managed to obtain a 
visa for travel from the Iranian consulate in Paris, aided no doubt by my being 
half-Iranian. This personal dimension, I believe, had made me somewhat priori-
tised in administrative processes since I had much of the required documentation 
for obtaining a visa in hand, and familial connections in place. I proceeded to 
spend one month in Iran between October and November 2012. I fully engaged 
with my own subjectivity during my visit, where inevitably personal and bio-
graphical aspects seeped into my observational frame, as I set about learning all 
that I could about Iran from Iranians while physically present in the country. I 
had never before visited the country, and spoke the Persian language familiarly, 
but with a certain modesty stemming from having learnt it in a haphazard 
manner in a familial context in the UK. Regardless of my subjective attachment 
to the country, my second-generation diasporic sensibility and sense of remove 
from Iran itself and Iranian culture in situ, meant that in effect (and particularly 
in hindsight), my psychological experience of physically travelling there was 
ultimately not unlike that of the classical anthropologist travelling to the land of 
‘others’, in order to learn something of culture and social practices by way of 
comparison. In Iran, I was able to meet with local photographers I had connected 
with online from the UK, and undertook some rudimentary fieldwork activities 
involving semi-structured interviews, gallery visits, and participating in what are 
locally known as ‘photo tours’ (safarhā-ye akkāsi): social occasions linked to 
group travel and photographic activities undertaken by photography enthusiasts 
across the country. Back in the UK, I had to devise ways to continue my field-
work remotely, including maintaining presence and connection with research 
participants whom I had met in Iran, as well as those with whom I had connected 
purely online. This brings me to a discussion of the specific manners, modes and 
affordances through which I principally conducted online qualitative research 
throughout my doctoral project, and retrieved my ethnographic data online.

Remote ethnography: developing digital and visual methods 
for research in/on Iran
So far I have accounted for my lack of a certain physical experience of ‘being 
there’ in my research for a sustained period of time. Given the classical defini-
tion of anthropological research described earlier in this chapter, this predica-
ment presented me, as a student anthropologist conducting digital research 
online remotely, with an epistemological quandary. In this case, I was faced with 
what Postill suitably describes as a certain ‘epistemological angst’ (Postill 2016); 
an anxiety linked to the process of conducting remote ethnography, stemming 
from a sense of thwarted purpose and method, given the virtue of physical pres-
ence upon which anthropological fieldwork is traditionally based. This requires 
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further reflection here, in order to epistemologically situate the digital-visual 
research methods I eventually took up in my research. In the first instance, the 
fact that difficult and limited access to Iran was/is not uncommon for fieldwork-
based researchers more generally provided a certain level of acquittal to my epis-
temological angst at the time, as I began exploring my digital-ethnographic 
research remotely. Hegland (2009: 53) terms this limited access to Iran for non-
native anthropologists a ‘professional dilemma’, stemming from the broader 
history of political tensions between western powers and successive post-
revolutionary governments, which largely accounts for the dearth of anthropo-
logical research in the country since the revolution of 1979. As a result, research 
trips to Iran (sometimes on tourist visas) have not been uncommon for Iranian 
and non-Iranian researchers. In these cases, then, as in my own experience, the 
rationale of doing ‘quick ethnography’ or ‘zip in and zip out fieldwork’ (Hegland 
2004) in Iran is a pragmatic antidote to travel injunctions, outweighing ideals of 
‘being there’ for sustained periods of time. Moreover, the issue of lack of phys-
ical presence is not exclusive to anthropological research on Iran, nor necessarily 
tied to geopolitical factors. Anthropologists are often faced with restrictions of 
multiple kinds, affecting how one accesses and how much time is spent in the 
field, ranging from war and natural disasters to local political turbulence, or 
more prosaically, lack of funds. All of these have been cited, to varying degrees 
as factors contextualising – but not excusing – the conducting of remote digital 
ethnography today (Postill 2016). Remote ethnography, Postill notes, can prove 
a useful option for researchers in both planned and unplanned circumstances, 
and in shifting socio-political circumstances (p.  5). Remote ethnographic 
research can also take a variety of forms; from the use of remedial technologies 
(social media; Skype; email, and so forth), or via other layers of non-
technological mediation, such as the use of research assistants, translators and 
other influencing agents, which contribute to and make up the researcher’s medi-
ating lens (ibid.: 5). In the case of my research, as I will demonstrate below, 
remote methodologies proved central to much of my understanding of photo-
blogging in/of Iran, and the people who partake in it as producers and viewers of 
images across the globe.
	 In the following section, I consider the specific choices I made in pursuing 
my research remotely online through digital and visual ethnographic methods. 
The principal research participants taking part in my study were all born and 
grew up in Iran. They had then either remained living in Iran or migrated abroad, 
often to pursue higher education. Mobility is therefore a central aspect and con-
ceptual metaphor in photoblogging. It involves: (1) the physical movement of 
photobloggers across the globe; (2) the digital circulation of digital images they 
produce; as well as (3) the epistemological mobility many photobloggers them-
selves seek to initiate by sharing ‘normal’ photographs of their country online as 
a way of ‘moving’ the country’s international image beyond dominant visual 
tropes, as I earlier described. At the time of my research, the photobloggers who 
became my main participants were based in six countries: Iran, the USA, the 
UK, Germany, Italy and Australia.2 Their multimodal activities of producing 
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subjective visual discourses in multitemporal frameworks (including different 
time zones) begged the question of how to study them online over an extended 
period of time. An early digital step I took in my research was to set up a 
research photoblog for my visit to Iran. I did this fairly simply through Tumblr.
com, a popular blogging platform, which provided a stand-alone digital space 
for the research project, aside from my own and my participants’ more general 
social media platforms. Through the research photoblog I aimed to provide a 
personalised account of my own photographs and experiences as a researcher in 
and travelling across Iran. This fieldwork method, and the images that it con-
tained, subsequently formed a useful basis for discussion with research particip-
ants. In recent years, and with the increasing use of digital technologies in 
anthropological fieldwork, these kinds of digital practices, which actively 
include research participants in the research process, have been termed 
‘e-Fieldnotes (Sanjek and Tratner 2016) and have become increasingly wide-
spread.3 The process of actively including research participants (and/or co-
collaborators) in this manner indicates what Horst (2016: 7) describes as a 
‘knowing beyond the self ’ of the solo researcher, involving an epistemological 
framework that is collectivised/socialised and developed through the research 
process itself. Technology-facilitated collaboration was something that I 
developed instinctively throughout my research with Iranian photobloggers, 
given the very subject matter of my research: mobile individuals/groups and 
their digital-visual practices. As part of this pursuit, I co-constructed a unique 
methodological apparatus with my research participants, in direct conversation 
with my thematic focus and sites of research: a digital photography exhibition: 
www.photoblogsiran.com (Figure 8.3) (Walton 2016).
	 The exhibition was designed and employed in my doctoral project with the 
participation and approval of the exhibiting photobloggers. The rationale for devel-
oping it directly relates to the broader epistemological framework of my digital-
ethnographic research. The exhibition aimed to show a range of self-selected 
digital photographs from the photographers’ pre-existing digital archives on their 
photoblog sites. These selected images would then form the basis for discussion 
among participants and myself and be used for research purposes with broader on- 
and offline publics. In developing the digital exhibition as a method, I effectively 
made use of what Gubrium and Harper (2013: 173) suggest is the primary goal of 
placing exhibitions online in the form of online web 2.0 platforms, namely, ‘to 
make materials available to a wider public’, while attending fully to the ethical 
implications of this endeavour.4 Ethical considerations were intrinsic to the theor-
etical conception of the exhibition. Participants would maintain copyright of all of 
their photographs, and these would be featured on the site with their permission. 
The photographs would be introduced, contextualised and presented as part of a 
wider research process, as described in the ‘about’ and background’ sections of the 
site. Apart from LGOIT, who officially maintains public anonymity, each photo-
grapher is introduced with their real name. This reflects a conscious ethical policy 
agreed with all participants in my study that real names would be used, as they 
exist in other public online platforms, including in their own photoblogs. Here, I 

http://www.photoblogsiran.com
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effectively treat photobloggers in the digital research process akin to artists – a 
common practice in the anthropology of art, for instance, is to refer to the artist 
and their work, but also to anonymise sections of interview material where desired 
or deemed appropriate. More broadly, this strategy of using real people’s real 
names in online research reflects Bruckman’s (2014) broader conceptualisation of 
online participants as ‘amateur artists’, describing the process by which the 
researcher honours public individuals’ desires to be named in order to acquire the 
recognition of their work and/or views. Overall, the digital exhibition forms what I 
term a ‘site-specific methodology’, whereby the form of research method (a digital 
exhibition of digital photographs/photoblogs) was carved out of the field site 
(photographers’ practices in online environments). Here, participants and I could 
‘meet’, reflect upon and explore the research theme within the safety and confines 
of a platform we co-created precisely for this purpose. In more general terms, 
curating a digital research environment such as this can prove beneficial in all 
kinds of research in/on the digital, in constructing a discursive virtual space made 
of an ensemble of people from across multiple countries and time zones, and 
whose multi-sited/multi-temporal ontology cannot exist in the offline, physical 
world. In this sense, digital-visual methods offered ways of knowing and being in 
my research than other, physical fieldwork methods could not provide.

Figure 8.3  Digital Research Exhibition.
Sources: www.photoblogsiran.com home page; www.photoblogsiran.com/blog/.

http://www.photoblogsiran.com
http://www.photoblogsiran.com
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	 In broader fieldwork activities, I carried out online participant observation of 
Iranian photoblogging for 12 months, during which I became a ‘consequential 
social actor in online space’ (Boellstorff et al. 2012). With the permission of the 
individuals I was conducting research with, I took hand-written notes and 
recorded video and audio calls on Skype using a relevant software application. I 
also printed and physically archived emails, chat correspondence and interview 
transcripts.5 Many of these research activities involved establishing live digital 
co-presence with participants across multiple physical locations; an ontological 
aspect that has been cited as one of the unique features of doing digital ethno-
graphy today (Boellstorff et al. 2012; Marcus 2012; Pink et al. 2015). 
Technologically-facilitated ‘being there’ together allowed me to be with parti-
cipants as they were out and about taking photographs in Iran, as well as in their 
own homes where they attend to the technical maintenance and social lives of 
their photoblogs. According to Urry (2004: 35), blogs are ‘one of those 
machines, that allow people and networks to be connected to, or to be at home 
with “sites” across the world – while simultaneously such sites can monitor, 
observe and trace each inhabited machine’. Conducting this kind of ‘home 
ethnography’ (Larsen 2008: 156) in my study of Iranian photoblogs invariably 
involved being virtually present with participants in their own homes, which, 
incidentally constituted one of the main physical manifestations of my various 
digital research fields. Invariably, individuals would also move between plat-
forms and mobile devices in their daily digital practices. I needed to be attentive 
to these online digital migrations, as well as maintaining a clear sense of where 
they physically were, in Iran or otherwise through our wider communication. 
Here, photobloggers’ uses of locative media and the geotagging of their images 
(to Google Maps) helped me, as a researcher to locate them, physically. These 
digital traces also allowed me to experience being both ‘in’ the live moment 
of  the event, and accessing their logged activities as an archived online 
record afterwards on their photoblogs and social networks pages through what 
has been termed ‘trace ethnography’ (Geiger and Ribes 2011). In such cases, as 
has been noted by (Gray, in press, cited in Postill 2016) ‘being then’, or the 
researcher’s ‘presence’ in past moments digitally mapped/traced online, becomes 
as important as being there.
	 At this point, a more general theoretical note on the specificity of the ethno-
graphic method in digital research will help to situate some of the methodo-
logical choices described above. Digital anthropology involves the conducting of 
what was originally termed ‘virtual ethnography’ (Hine 2000).6 The methodol-
ogy follows an epistemological and ontological approach that ‘transfers the 
ethnographic tradition of the researcher as an embodied research instrument to 
the social spaces of the Internet’ (p. 8). Here, the ethnographer studies physically 
disparate peoples by creating meaningful social relationships that are not neces-
sarily less ‘authentic’, or more mediated than offline face-to-face communica-
tion, as Goffman (1959, 1975) earlier argued. In digital anthropological/
ethnographic research, then, it is just as important to ‘be with’ participants, 
observing them in the routine practices of everyday life, as it is to actively solicit 
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information from them. In fact, this soliciting should be carried out in conjunc-
tion with wider processes of proximity building with individuals. In this notion, 
a certain amount of trust is established due to having been knowingly present in 
participants’ everyday lives and lifeworlds over a period of time. Beyond bouts 
of actively retrieving data through direct forms of direct contact with individuals 
in interviews and other digital forms of communication, one can therefore 
explore and orientate oneself within what may be termed the ‘negative spaces’ 
of the research; involving other kinds of latent endeavours taken up and explored 
during the research. One term coined to describe these kinds of latent online 
activities is ‘lurking’ (Hine 2008), a notion that recognises the importance of 
obtaining unsolicited data in social research on the web. Lurking created a 
passive form of ‘being there’ that I found useful in situating myself as a parti-
cipant observer of Iranian photoblogging. An important aspect of my research 
was the fact that photoblogs could be viewed and revisited at any time provided 
they remain public and online. Hence, part of my digital-ethnographic portrait of 
photobloggers was drawn from unsolicited, pre-existing knowledge sources on 
the Internet. To illustrate, as public social actors, my research participants had 
shared information online over a number of years. Some of them had conducted 
interviews with or provided information about themselves and their practices to 
other parties, including journalists, photographic organisations and other blog-
gers, and much of this remains publicly available information online. Revisiting 
and recording information online in this manner, retrieved and used within the 
overall ethical framework of the research, proved a useful source of 
‘para-ethnographic’ (Holmes and Marcus 2008) material, akin to obtaining rel-
evant historical documents, (which I also pursued online), that contributed to my 
budding corpus of online data.
	 The digital and visual methods used in my research on photoblogging that I 
have described in the latter part of this chapter contribute broader theoretical 
insights into why and how researchers might engage in ‘remote fieldwork’ 
(Postill 2016). Here, as Postill (p. 8) observes, this type of enquiry is much more 
than a remedial measure, or a ‘second best choice for anthropologists unable to 
reach their field sites … it often helps us to observe familiar people and things 
from a different perspective, thereby creating a richer engagement with the 
world of our research participants’. In the case of my research, the fact that I was 
able to maintain presence remotely – in a digital and ontological sense – with 
my participants by sharing in the kinds of digital practices they do (updating 
their photoblog, commenting on each other’s work, and communicating locally 
and transnationally), all the while being critically self-aware of our physical dis-
tance from each other, made for a curious but creativity-inducing epistemologi-
cal and ontological predicament. The research dialectic, being primarily a digital 
one, was in one sense rendered even more visible a construct than one based 
purely on physical proximity. Connection speeds, arranging online availability, 
and censorship of many websites in Iran all heightened my awareness of the 
digital ethnographic research process as a consciously constructed process. At 
the same time, this is arguably no substantively different, despite an ontological 
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shift to the virtual space, to problems of access, integration and disruption 
encountered in offline research pursuits. Furthermore, this heightened awareness 
of the digital-ethnographic research framework, as I have discussed, also had a 
qualitative impact on the type of information that I was able to retrieve by virtue 
of being online and virtually connected with people. Having spent months getting 
to know each other online, my research participants would voluntarily share with 
me photographs, stories, memories, anecdotes, URL links and people to connect 
with that they deemed to be relevant to the research, trusting that it would be used 
in an ethical manner. In this sense, the digital methods I employed stemmed from 
and operated within the ontological and epistemological parameters of the digital 
environment, the research and the established rubric of ethics.
	 In sum, in the case of my research on Iran, the unplanned nature of having 
limited time in Iran essentially begat my multi-sited and multi-modal methodol-
ogy. The methodology was incrementally crafted and pieced together along 
different ontological and epistemological axes, involving off- and online 
research conducted in situ and remotely, via a range of technologies. From a 
classical anthropological perspective, as I have discussed, a ‘professional 
dilemma’ stemmed from the fact that I was left at least 11 months short of con-
ducting bona fide anthropological research, traditionally involving physically 
‘being there’ for a sustained period of time. The contemporary remote ethnogra-
pher is hereby left in a liminal position, floating between orthodoxy and innova-
tion in their dealings with the digital. In the strict epistemological context of 
discipline-based knowledge regimes, weighty claims are staked on how such 
research is authenticated and ultimately validated. It is comforting to learn now 
what was unbeknown to me at the time as I stepped into the digital unknown, 
that anthropologists finding themselves in similarly restricted conditions of phys-
ical access have equally admitted to doubting the validity of their research based 
on traditional epistemological and ontological parameters. The stringency of 
these disciplinary dogmas makes those operating outside of the methodological 
status quo feel that they are somehow ‘cheating’ (Postill 2016, p. 8). Addressing 
this predicament, this chapter has sought to explain how digital and visual 
methods, rooted in both the ethnographic tradition and in cross-disciplinary 
engagement, are ushering in a nascent epistemology and ontology for anthropo-
logical research and beyond.

Conclusion
In this chapter, I have introduced and critically discussed a range of digital and 
visual methods employed and developed in my research with Iranian photoblog-
gers, inside and outside of Iran. In presenting these methods, I have discussed 
how they can be applied to develop specific (social) research questions, or to 
help raise them in the first place. In the case of my research, I showed how the 
predicament of having limited access to Iran at a particular period of political 
and diplomatic capriciousness had a direct influence on some of the choices I 
made to engage with digital research methods online in the decidedly visual and 
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ethnographic manners in which I did. I showed how a range of these methods 
allowed me a unique way of collaborating with individuals based in different 
countries, and with other participants in Iran, without necessarily always being 
physically present with them – as traditionally characterises the anthropological 
modus operandi. In my partial supplanting of physical presence with a digital 
one, I found that relationships with participants in ‘the field’ could be forged 
effectively and maintained through long-term digital-visual communications. 
This effectively allowed me to overcome the so-called ‘professional dilemma’, 
or ‘epistemological angst’ of not physically being in Iran for a sustained period 
of time. Digital and visual ethnographic methods, I suggest, therefore raise a 
host of timely epistemological, ontological and ethical questions concerning how 
qualitative digital researchers can ‘be in’, mediate and represent an increasingly 
interconnected world. The broader implications of this prospect, I contend, 
extend beyond the disciplinary concerns of anthropologists, offering a host of 
researchers working in/on the digital a range of relevant tools for accessing and 
understanding nascent epistemologies and research ontologies evolving along-
side fields of study with which they are connected.

Notes
1	 For a focused discussion on the specific issue of ‘truth’ in Iranian photoblogs, see 

Walton (2016).
2	 My research sample reflects strongholds of the Iranian diaspora, the largest being in the 

USA (Los Angeles), with sizeable communities across various parts of the UK, Aus-
tralia and Germany.

3	 For a relevant discussion on producing ‘live field notes’ using digital applications, see 
Tricia Wang’s (2012) report: http://ethnographymatters.net/blog/2012/08/02/writing-
live-fieldnotes-towards-a-more-open-ethnography/

4	 For a relevant discussion on the ethics of making digital research material public, see 
Gubrium and Harper (2013: 45–69).

5	 See Horst (2016).
6	 (Digital) anthropologists such as Horst and Miller (2012) replace the term ‘virtual’ with 

‘digital’. This follows from their emphasis on continuity between on- and offline 
spheres, as opposed to the implied ‘unreality’ of virtual reality.
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9	 The visualisation of data in a 
digital context
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Introduction

Science is driven by data sets and a curiosity to explore them. While these investi-
gations are typically guided by hypotheses, acting as a lens during exploration, good 
study design also allows researchers to create a story with their data (McCandless, 
2009). The advent of digital research methods has led to the emergence of larger 
and multi-faceted data sets, be it through the appearance of new platforms for estab-
lished research methods (e.g. online social media) or the generation of mobile and 
cloud-based systems for data capture (e.g. smartphones); thus, transitioning from 
raw data to a story that can be shared with others has become increasingly complex, 
often requiring the simultaneous development of computational models alongside 
larger and constantly evolving data sets (McGrath and Scanaill, 2013).
	 In psychology and the social sciences more broadly, two main issues have 
emerged as a consequence of increased digitalisation; (1) the ethics of social 
research, with regards to maintaining ethical research practices alongside secure 
data ownership; and (2) the approach to the collection, management and analysis of 
very large data sets. While the former remains a challenging (and complex) topic 
in itself, we have dedicated this chapter to the exploration of the latter, which can 
also be termed “scientific storytelling”. We have argued previously (Ellis and 
Merdian, 2015) that the digitalisation of psychological research requires a “digitali-
sation” of our approach to data analysis and data visualisation, which could provide 
new benefits for psychological research, including applied domains within clinical 
and forensic settings. This also provided examples of interactive data visualisation 
as a way to enhance the communication and teaching of basic and complex statisti-
cal functions (Lowe, 2003). Therefore, the aim of this chapter is to introduce inter-
active visual graphics as one response to the digitalisation of psychological 
research. We will consider current challenges and the development of new visuali-
sations before discussing the future impact on psychology as a whole.

Data visualisation in psychology

While psychological scientists have traditionally designed and conducted 
research to test predictions, visualise data, and provide statistical output, the 
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introduction of digital data has changed the research environment dramatically. 
For example, it has now become standard practice to run experiments and 
surveys online. More recently, psychologists are also now able to access pre-
existing administrative data sets or access increased samples through the use of 
mobile technology (Ellis and Jenkins, 2012; Woods, Velasco, Levitan, Wan, and 
Spence, 2015). Field research also has the capacity to produce very large data 
sets (e.g. Andrews, Ellis, Shaw and Piwek, 2015), both in terms of the absolute 
sample size as well as the amount of information collected about each participant 
(Keuleers and Balota, 2015). Similar to theoretical paradigm development, 
research methods evolve gradually with accumulative knowledge and in 
response to social processes (Kuhn 2012) and psychological research has indeed 
made considerable progress when it comes to exploratory, non-linear research 
designs (Columb and Sagadai, 2006; Huberty and Morris, 1989; Rothman, 1990; 
Sainani, 2009; Saville, 1990). However, developments concerning other statisti-
cal practices, data management and visualisation have not kept pace with these 
developments.1
	 Historically, psychological research has seen a number of paradigms with 
regards to what defined the generation of “new knowledge”. In 1987, Gigeren-
zer and Murray identified the inference revolution, the adoption of significance 
testing, as the essential paradigm for conducting empirical research and an 
essential component if research was to become published, but a shift in 
focus from significance testing to the exploration of effect sizes and confidence 
intervals (Sainani, 2009; Schmidt, 1996; Wilcox, 2006) suggests a move 
away  from the significant vs. non-significant dichotomy that has dominated 
the  empirical literature in social sciences. This correlates with a gradual rise 
in  innovative methods for visualising and interpreting data (Friendly, 
2008),  allowing a more flexible approach to data management. However, 
despite the importance of visualisation and exploration of data for psychology 
as a discipline, it has failed to become integrated into standard statistical prac-
tice (Gelman, 2012; Zuur and Ieno, 2016). What is often presented within or 
supplementing publications does not reflect recent advances in data collection 
and analysis. The communication of most research continues to rely on visual 
representations that are centred around the concept of static, paper-based 
journals.
	 In reality, almost all of our standard visual representations of data remain 
grounded in developments of almost 100 years ago and Friendly (2009) defined 
the second half of the nineteenth century as The Golden Age of Statistical 
Graphics, due to

the unrestrained enthusiasm not only of statisticians, but of government and 
municipal authorities, by the eagerness with which the possibilities and 
problems of graphic representation were debated and by the graphic dis-
plays which became an important adjunct of almost every kind of scientific 
gathering.

(p. 505)
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According to Friendly, this rapid development was a combination of the increas-
ing quantification of social data, advances in statistical thinking, and advances in 
technology that allowed images to be created more quickly. In contrast, in the 
first half of the twentieth century, Friendly and Denis (2000) argue that visual 
data representations largely disappeared from many journals, particularly within 
social and personality psychology, returning to data representation in the form of 
numbers and tables. This move was partly driven by the development of statisti-
cal theory, which started with games of chance and the calculus of astronomical 
observations, which then developed into the first concepts of statistical models, 
starting with correlation and regression, due to Galton, Pearson and others 
(Stanton, 2001). By 1908, Gosset had developed the t-test and between 1918 and 
1925 Fisher extended early ideas underpinning the ANOVA and experimental 
design further (Lovie 1981). Through the enhancement of statistical theory in 
psychology, numbers came to be viewed as more precise than graphs, with 
visual representations of data used predominantly to support rather than confirm 
the statistical narrative (Figure 9.1).
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Figure 9.1 � Typical static data visualisations used in psychology (a) scatter plot, (b) line 
graph, (c) bar graph, and (d) the less common box plot.



140    David A. Ellis and Hannah L. Merdian

	 These static graphical illustrations may remain perfectly adequate in some 
instances; however, their static nature can lead to a lack of transparency and 
information loss. In many cases, they can be fundamentally misleading (Allen, 
Erhardt, and Calhoun, 2012). For example, Anscombe’s Quartet (Figure 9.2) 
reveals how very different distributions of data can be associated with numeri-
cally equal summary statistics; these different distributions would be readily dis-
guised within traditional data portrayals, such as bar graphs. In addition, the 
benefits of illustrating data and its associated distributions that were previously 
emphasised in many publications and introductory statistical textbooks are fre-
quently ignored in academic publications (Zuur and Ieno, 2016). This funda-
mental problem remains as equally pressing for journals and editors as it does for 
psychologists themselves. In turn, this has resulted in a lack of concrete examples 
that directly relate to psychological data, leading to new developments being fre-
quently overlooked even within statistics (Gelman, Pasarica, and Dodhia, 2002).
	 We have previously summarised some of the limitations linked to static data 
visualisation, pointing to the restricted depth of these representations that are not 
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Figure 9.2 � Anscombe’s Quartet effectively demonstrates how very different distributions 
of data can return identical summary statistics.
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adequate as larger and/or more complex data sets emerge (Ellis and Merdian, 
2015; Heer and Kandel 2012; Weissgerber, Milic, Winham, and Garovic, 2015). 
Indeed, the use of static graphs, such as bar charts or box-plots, as a standard 
way of reporting data is linked to information loss that can be alleviated even by 
a small addition of interactivity. For example, interactive visualisations allow 
users to display the raw data points on top of any plot, thus instantly revealing 
the consistency of any underlying effect; these data points can then be hidden so 
the data is displayed in a summary format. Similarly, a trend line that is hidden 
or revealed can allow for the additional exploration of any linear (or non-linear) 
trend. Moreover, recent research has demonstrated that static data representa-
tions such as bar graphs are routinely misinterpreted by students (Newman and 
Scholl, 2012), with Moreau (2015) suggesting that visual and dynamic visualisa-
tions may be more appropriate when teaching more complex statistical concepts. 
To exemplify this, in our previous paper (Ellis and Merdian, 2015), we presented 
an interactive regression as a teaching example where the model could be recal-
culated in real time according to the research question, for example, to investi-
gate differences between male and female participants separately (Figure 9.3).2 
In addition, these visualisations in isolation raise additional questions about the 
data itself or may encourage an alternative analysis; here, in contrast to static 
figures, dynamic representations can provide a limitless supply of additional 
information.
	 In response to the digitalisation of psychological research methods, data 
figures have and will continue to evolve in order to maximise their expressive 
power, both with regards to conveying the content and structure of the data as 
well as informing the analysis process (Campitelli and Macbeth, 2014; 
Marmolejo-Ramos, 2014). So far, this has included computational develop-
ments, such as the expansion of box plots to include information about both 
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Figure 9.3 � An interactive dashboard that provides a range of visualisation and analysis 
options.
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distribution and density of the data (Marmolejo-Ramos and Matsunaga, 2009; 
Marmolejo-Ramos and Tian, 2010) or explorations of different data visualisa-
tions for particularly skewed data sets (Ospina, Larangeiras and Frery, 2014). It 
is crucial that psychological journals adapt to this new research paradigm in 
social sciences; notably, Elsevier have just introduced their interactive plot 
viewer.3 Of course, while visualisation can provide tools for driving domains of 
interest, its adoption and adaptation are ultimately determined by the ability to 
build accurate and relevant models that produce useful answers. Surprisingly, 
very few papers actually explain how to build accurate data representations, and 
available resources appear to neglect the possibility of dynamic, software-based 
visualisations (Fry, 2007).

Developing dynamic data visualisations
To exemplify the ease of application of interactive data visualisations, we have 
developed both a website and related materials that will help anyone develop 
simple visualisations and statistical applications that can quickly be deployed 
online.4 These use Shiny, a web application framework for R (www.r-project.
org). Shiny allows for the rapid development of data visualisations that enable 
researchers, practitioners, and members of the public to interact with the data in 
real time and generate custom graphs and tables as required.
	 The development of such dynamic visualisations previously required special-
ist knowledge of HTML, CSS or Java, which would often turn many researchers 
away at the outset. However, it is now possible to quickly produce interactive 
data visualisations that can supplement and support a variety of research find-
ings. Digital researchers are therefore in a prime position to make meaningful 
contributions when it comes to developing innovative methods for visualising 
and interpreting findings.
	 At a universal level, the development of any interactive visualisation can be 
split into several smaller steps (Ellis and Merdian, 2015). This includes the prep-
aration of data; here, it is crucial to ensure that the narrative the researcher is 
aiming to convey with the data is easy to understand by a reader, without the 
need to conduct any additional analysis. At this stage, the researcher may con-
clude that static visualisation is adequate. Dynamic visualisations should only be 
considered if they add to the narrative linked to the data.
	 Following our earlier discussion concerning the limitations of bar graphs, the 
working example in Box 9.1 demonstrates the value of interactive visualisation 
even within a relatively small data set, and provides an introduction into the 
development of interactive bar graphs.5
	 Traditionally, if one wants to test for a significant effect between independent 
groups, we would use ANOVAs and follow-up comparisons. However, these are 
not robust to outliers, particularly when only a small sample is available 
(Wilcox, 2012; Wilcox and Keselman, 2003). Similarly, measures of effect size 
including Cohen’s d are also not robust in this respect (Wilcox, 2006). Graphi-
cally, even with a seemingly straightforward data set like this one, static data 

http://www.r-project.org
http://www.r-project.org
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visualisations (a single table or graph) would lead to information loss and incor-
rect conclusions. For example, a bar graph displaying pre/post BMIs does not 
inform the reader about the variance and outliers in starting or final BMI. Here, 
even a small addition of interactivity to the visualisation and statistical analysis 
can provide considerable insight. Displaying the original data points that make 
up each bar graph is highly revealing when it comes to any outliers that might be 
driving any significant results. Some argue that displaying raw data points leads 
to a rather messy and cluttered visual presentation, but dynamic presentation 
actually provides the best of both worlds in this instance – transparency of ana-
lysis alongside some detailed and informative visualisations.
	 To exemplify, we have built an interactive visualisation plot of this study 
using Shiny (https://psychology.shinyapps.io/inondigital/). The tabs on the top 
right allow you to explore the data in more detail. To become familiar with the 
data set, look at the tab marked Raw Data; you can see the data of N = 40 parti-
cipants, displaying the participant number (it is possible to define the number of 
participants shown using the bar below), their sex (again, you can choose to 
display only males or females), the group they were assigned to (experimental 
vs. control), their starting BMI (defined as above or below 30), their weight loss 
(defined weight loss in kg), and if the participant is classified as an outlier (based 
on a Tukey range test). Any outliers can be excluded from further analysis by 
using the “Exclude Outliers” Button on the left, allowing the reader to compare 
the strength of an effect with or without outliers. There is no outlier in the 
current study.
	 The tab Boxplots illustrates the distribution of weight loss among the groups 
defined by the independent variables; using the scale on the left, the reader can 
compare the two groups (experimental vs. control), sex (male vs. female), and 
starting BMI (above vs. below 30). One outlier becomes apparent in the male 
and below 30 group, who can be excluded from further analysis. On the right 
above the box plot is an option to “Show points (jittered)”, which makes the dis-
tribution of raw data points visible. This can be very useful to consider in detail 
specific data points that might be driving a significant result, for example, when 

Box 9.1 Example study  Weight loss intervention

This research study investigated the effectiveness of a weight-loss intervention 
(experimental group) in comparison to a group that received no intervention 
(control group). The study describes a three-factor, between-subjects design: Parti-
cipants (male or female) were randomly assigned to a condition (experimental or 
control) after their starting Body Mass Index (BMI; above or below 30) had been 
assessed. Following completion of either condition, BMI was assessed again as an 
indicator of weight loss success. The data resulting from such a study design can 
be reported in several ways, depending on the original research questions; for 
example, a three-way ANOVA may reveal an interaction between condition, sex, 
and starting BMI.

https://psychology.shinyapps.io
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comparing between conditions, it becomes evident that weight loss in the control 
group appears evenly spread, while the experimental group appears to be split 
into two groups (weight loss below 7 kg and above 15 kg).
	 The tab Error Bar displays the group mean weight loss based on group, sex, 
and starting BMI, and lists Mean and Standard Error in the table below. Again, 
some additional results may become clear, such as increased weight loss in the 
experimental group, who are females, and with a starting BMI above 30. The tab 
Histogram allows the reader to explore the distribution of weight loss based on 
group, sex, and starting BMI.
	 The final tab, t-test, calculates a simple statistical test between groups (along-
side confidence intervals and group means), in this case, confirming that signifi-
cantly more weight loss occurred for those with a starting BMI above 30.

Into the cloud: generating impact with digital dashboards
Static visualisations typically become exponentially more difficult to understand 
as the complexity of the content they aim to display increases (Teknomo and 
Estuar, 2014). However, with careful management, dynamic data visualisations 
can provide a data format that is more accessible both in terms of content and for 
a variety of user groups including other researchers, practitioners, interested 
members of the public, and students.

Benefits to the research community

Given the sheer number of scientific publications that appear every day, the chal-
lenge for researchers not only concerns getting papers published, but ensuring 
that others notice and engage with their work. This is before any attempt is made 
to reach out to other interested parties and stakeholders affected by the research 
findings. Providing access to an interactive storyboard, which can be shared with 
the public and journalists, is likely to lead to increased numbers of people engag-
ing with the research; in the long run, this may lead to more citations (Piwowar 
and Vision, 2013).6
	 Perhaps most importantly, the addition of dynamic data visualisation tools 
may also encourage active data sharing and transparency within the analysis. It 
is almost impossible for a reviewer to keep their statistical expertise current 
given the rate of progress concerning analysis (Siebert, Machesky, and Insall, 
2015). Therefore, ensuring that the process of analysis and visualisation is clear 
will help share these developments, while simultaneously illuminating results. 
Computer code that sits alongside visualisations further enhances this usability 
(Gorgolewski and Poldrack, 2016).
	 An online, interactive dashboard also encourages good data management, 
particularly if the associated data is also available from an online repository or 
directly from the dashboard. Open data is almost certainly going to become 
standard practice for psychology in the next few years, with the 2015 RCUK 
Concordat on Open Research Data (Grand, Davies, Holliman, and Adams, 2015) 
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stating that good data management is fundamental to all stages of the research 
process and should be established at the outset; all data must be curated so that it 
is accessible, discoverable, and useable.
	 The benefits of data dashboards for psychology are not simply limited to 
improved understanding and dissemination of research (and the related data), but 
also feed into issues surrounding replication. Data sets can now be issued and 
cited with DOI numbers, and these might be taken into account when it comes to 
future grant applications or replication research. But this data will only become 
valuable if it is visible and easily accessible. This would allow researchers to 
revisit a paper’s analysis exactly and re-analyse the original data with improved 
methods in the future.
	 While cloud-based data repositories can improve research practices by ensur-
ing that past research can be integrated into current work, they still require a 
user-friendly interface that allows for rapid re-analysis and visualisation if they 
are to be successful. Given the rapid speed of these developments and the associ-
ated ethical implications, it remains imperative that the twenty-first-century 
digital researcher remains vigilant and pro-active throughout. For example, the 
ability to compare multiple or pairs of replications side by side is now possible 
by providing suitable user interfaces. Tsjui and colleagues (2014), for example, 
have recently developed the concept of Community-Augmented Meta-Analysis 
(CAMA), which involves a combination of meta-analysis and an open repository 
(e.g. PsychFileDrawer.org; Spellman, 2012). These alone can improve research 
practices by ensuring that past research is integrated into current work, contrib-
uting to accumulative knowledge in psychology and beyond.

Benefits to society (bridging the practitioner-researcher gap)

We have argued previously (Ellis and Merdian, 2015) that dynamic data visuali-
sation and cloud-based data sharing have particular benefits for applied psych-
ology, where research sits at the interface between science and practice. In 
forensic and clinical psychology, research is often based on single case studies 
(e.g. clinical intervention research) or small and diverse sample sizes (e.g. clin-
ical subtypes, offending populations); frequently, a large amount of data is col-
lected for each case, resulting in limitations on the type of analysis that can be 
conducted as the assumptions for linear testing are not fulfilled, for example, 
with regards to offender profiling (e.g. Canter and Heritage, 1990; Goodwill, 
Lehmann, Beauregard, and Andrei, 2014) or offender classification and risk 
assessment (e.g. Merdian et al., 2016). Dynamic data visualisations are ideally 
placed to aid in the data display, exploration, outlier identification, and analysis 
of applied data sets, especially as it comes to more complex visual representation 
as required for Multidimensional Scaling. Using dynamic data plots, a researcher 
could easily display different types of Cluster Analysis (e.g. using different dis-
tance measures) and compare these alongside each other; or, using the interven-
tion example above, can develop an application that plots the progress of 
individual clients over several years, providing information on treatment change, 

http://PsychFileDrawer.org
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outliers, and group trends over time. Thus, dynamic data visualisations hold spe-
cific appeal for applied psychology, and have the potential to become a shared 
platform for both scientists and practitioners.

Benefits for teaching

Such data-rich representations are likely to be helpful when teaching statistical 
concepts as data (and the relationships between variables) can be explored in real 
time, and from different angles, allowing the student to match their engagement 
with the data, based on their skills and knowledge. However, little research 
exists on its effectiveness within an educational context (Valero-Mora and 
Ledesma, 2014) and until recently, very little was known cognitively about how 
interacting with dynamic information can facilitate learning (Scaife and Rogers, 
1996). Many questions remain unresolved in terms of how visualisation can 
assist with understanding. Memorability, for example, may be a factor and, inter-
estingly, less memorable visualisations tend to be very traditional in their pre-
sentation (e.g. line and bar graphs). People appear to be better at remembering 
visualisations that are colourful and include a human recognisable object, but 
that does not confirm that viewers fully understand the content that has been pre-
sented (Borkin et al., 2013). In addition, while an expert user may believe they 
have created something practical and aesthetically pleasing, much of the liter-
ature surrounding human-computer interaction repeatedly demonstrates how a 
seemingly straightforward system that an expert considers ‘easy’ to operate often 
poses significant challenges to new users (Norman, 2013). Future research is 
required in order to fully understand the effect that interactive visualisations 
could have on, for example, a student’s understanding of complex statistical 
concepts.

Future challenges to dynamic data visualisation
The digitalisation of psychological research has sparked the development of new 
ways to collect, store, analyse, and visualise data; however, if we are to move 
into the productive use of digital data management, several challenges remain, 
most predominantly, how to deal with “big data”, how to respond to the lack of 
adequate software, and yet continue to encourage the psychological profession 
to adjust their own practice surrounding data management and visualisation 
within existing disciplinary constraints.

Dealing with “big data”

As technology has transitioned from lab-centred, computer-based data collection 
towards Internet and remote-based collection, researchers are able to amass 
larger participant samples and thousands of data points from participants. For 
example, recent research has effectively demonstrated how we can better 
understand individuals with millions of data points derived from smartphones 
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alongside a variety of other wearable and Internet-connected devices (Piwek, 
Ellis, Andrews, and Joinson, 2016). As outlined above, the expansion of these 
data sets brings with it many benefits but also new methodological concerns. 
Debates surrounding issues of replication alongside data that is arguably no 
longer suitable for traditional inferential statistics continue to dominate the 
research landscape (Keuleers and Balota, 2015).
	 Classic statistical analysis was based on the great insight that not every 
member of a population needs to be examined to make inferential statements 
about the whole population, based on the likelihoods of certain events occurring. 
If not managed correctly, the focus on big data, and the need to collect, and 
process, more and more information, can actually be a step backwards with 
regards to knowledge generation in psychology. Large numbers of variables can 
also mean that key effects are missed or misinterpreted. However, we would 
argue that dynamic visualisation could help overcome these issues. It allows the 
researcher to focus on the key variables based on existing empirical and theoret-
ical knowledge of interest in the first instance and build in complexity as 
required. Even if the work is purely exploratory in nature, large data sets allow 
researchers to answer multiple questions at once, or different questions at 
different times, leading to new hypotheses being developed. Knowledge genera-
tion is based on exploratory and confirmatory research going hand in hand until 
a story is effectively developed for the reader. Using our working example, the 
dynamic data exploration that was conducted allowed for the development of 
new hypotheses, such as the BMI difference in the response to the intervention. 
This could now stimulate a number of confirmatory research projects, such as a 
replication study, or a part-replication using potentially gendered elements of the 
intervention (e.g. inclusion of weight-training elements). Thus, dynamic data 
visualisation will not replace classical statistical analysis, but can be used as a 
tool to guide and focus inferential research.

Development and uptake of responsive visualisation software: into 
the cloud

In the social sciences, little is publicised concerning new ways to visualise and 
organise large data sets, with new developments often confided to computer 
science. As a result, there remains a lack of commercially available software 
with a simple Graphical User Interface that can help psychologists develop inter-
active, data-driven graphics without writing computer code. When it comes to 
analysing and visualising data, almost every psychologist trained in the UK will 
be aware of SPSS. However, visualisation functions within SPSS are limited, as 
the software is no longer as actively developed with many standard analysis and 
visualisation functions unavailable (JASP Team, 2016). Similarly, the user inter-
face requires refinement and has become overly complex, which makes statisti-
cal errors more difficult to spot (Smith and Mosier, 1986). Excellent alternatives 
include GNU PSPP and JASP and for interactive visualisations R and Shiny 
portray accessible alternatives.
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	 A handful of alternative cloud-based solutions also now exist online that 
remove the need for any program code. For example, Plotly (https://plot.ly/feed/) 
allows for the development of interactive dashboards without a single line of 
code. However, going beyond basic functionality will require additional time 
and funding. The most powerful solution at present involves the use of D3.js, 
which is a JavaScript library for producing interactive data visualisations. 
However, this requires extensive knowledge on the part of the user concerning 
other aspects of development. Commercial cloud services are easier to use,7 but 
lack the ability to customise specific visualisation requirements that are very spe-
cific to each research design and data set. Shiny, on the other hand, sits some-
where in the middle between usability and flexibility. A basic knowledge of R is 
essential, but this is frequently being built into postgraduate and even some 
undergraduate psychology courses.
	 We argue that the technological advances will require social science courses 
to include computer code in their research methods training. Our examples 
demonstrate that the tools are relatively easy to access, and we hope this motiv-
ates the reader to consider their use in future work. The reality for many 
researchers is that in the digital domain, a small amount of programming know-
ledge can go a long way – dynamic visualisations can make a technically profi-
cient user more productive, while also empowering students and those with 
limited programming skills (Ellis and Merdian, 2015). At this stage, we would 
favour the flexibility of producing code to fine-tune each visualisation rather 
than rely on commercial or point-and-click interfaces. Making these available as 
part of any publication is essential, for both the peer review process, future repli-
cation and the sharing of methodological developments.

Data visualisation within psychological practice

While these developments are exciting and promise many benefits for psych-
ology as a whole, they have yet to become commonplace for a number of 
reasons. As outlined, psychologists are currently ill-equipped to develop these 
visualisations and even with those skills, it takes longer to develop interactive 
visualisations in comparison to static graphs. This is further compounded when 
there is no agreed software platform that will help psychologists develop these 
new tools.
	 However, it is our view that open data and the additional transparency offered 
by dynamic visualisations are going to become standard practice for a number 
reasons. First, as the idea of dynamic visualisation becomes common-place for 
emerging psychologists, more psychologists will start to use these methods on a 
regular basis. Second, large funders in the UK and abroad require data to be 
made usable and available for other researchers. Psychological journals are 
playing catch-up at this stage, but it remains likely that the same will apply when 
journals start to integrate interactive dashboards and visualisations as part of 
their publications. While publishers may conclude that space remains an issue, 
this does not apply in a digital context. Graphics have also repeatedly been 

https://plot.ly
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shown actually to take up less space than their table-based counterparts (Gelman, 
Pasarica, and Dodhia, 2004). Researchers themselves will govern the speed of 
this development and if there is a clear demand, old and new journals may start 
to support this additional interactivity within their publications (Weissgerber, 
Milic, Winham, and Garovic, 2015). In doing so, psychology itself will lead the 
way, ensuring that old and new data sets can, for the first time, escape the con-
fines of static representation.

Theoretical frameworks to guide future development

Finally, the broader introduction of interactive data dashboards calls for the con-
sideration of a theoretical and structural framework underlying these develop-
ments. Significant attention has been paid to graphics for presentation, 
particularly following the influential work by Edward Tufte ([1983] 2001); 
however, this knowledge has not been integrated into theoretical developments. 
Often in science the theoretical background for a subject is considerable, with 
little applied literature implementing it, but the literature on data visualisation is 
very much the opposite and often contradictory. Examples abound in almost 
every issue of a scientific journal concerned with quantitative analysis; however, 
few articles in psychology are dedicated to the theory of specific graphical 
forms. The introduction of more statistical graphics as a whole, dynamic or 
static, would encourage the development of a theoretical rationale concerning 
visualisations in the digital domain. New evaluative methodologies could be 
built into future visualisations, for example, to better understand the links 
between data visualisation and cognition to help scientists best use visualisation 
to their advantage (Chen, 2005; Chen, Härdle, and Unwin, 2007).
	 Besides theoretical developments, dynamic data dashboards in future will 
also require researchers to reconsider some ethical aspects of social research, 
with regards to maintaining ethical research practice, data ownership, and 
security of participants’ data. For example, many digital data collection tools and 
devices collect identifiable information from participants, such as their IP 
address, and in some countries, even store the data on the company’s platform 
(e.g. Qualtrics). The establishment of a new ethical framework for digital data 
management and data sharing remains a pressing issue, but existing ethical 
guidelines for internet-mediated research may act as a useful starting point 
(British Psychological Society, 2013).

Conclusion
The current chapter was written in response to the increased digitalisation of 
research, especially within psychology and across social science. We argue that 
digital research methods have the potential to revolutionise data management in 
our respective disciplines but that it has so far failed to be recognised and/or 
implemented by the research community. We further argued that dynamic data 
visualisation provides great mechanisms to promote this change, and have 
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exemplified their development with a worked example. We described the bene-
fits of dynamic data visualisations, and considered some of the challenges result-
ing from the digitalisation of psychology. We hope this chapter will highlight 
the way towards an improved research toolset for the psychological community 
and help improve access to future research for both psychological peers and 
interested members of the public.
	 Of course, we recognise that, at times, interactive visualisations will be unwar-
ranted or less useful than static visualisations or tables, and distinctions need to 
be made between those that benefit experts and end-users with a more general 
interest. Perhaps more importantly, any form of data visualisation can only 
provide answers and insights into well-constructed questions. Dynamic data visu-
alisation is not a magic tool that can make sense from data chaos, but requires 
careful guidance to ensure data is correctly interpreted and communicated.

Notes
1	 Many developments concerning data visualisation have taken place in other disciplines 

(e.g. computer science). However, these have never been universally adopted across 
the social sciences.

2	 See https://psychology.shinyapps.io/example3/
3	 See www.elsevier.com/books-and-journals/content-innovation/iplots – about
4	 See https://sites.google.com/site/psychvisualizations/
5	 Instructions and computer code required to build the example outlined in this chapter 

can be found at: https://sites.google.com/site/psychvisualizations/doing-research-in-
and-on-the-digital-research-methods-across-fields-of-enquiry

6	 Other advocates of dynamic visualisation have suggested that academic papers as a 
whole need to be re-designed for computer screens that are not space-orientated like 
traditional physical journals. See http://worrydream.com/-!/ScientificCommunication 
AsSequentialArt

7	 Tableau has been used by online mainstream media outlets for many years, but lacks 
any statistical functionality without additional development. See www.tableau.com
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10	 Designing digital platforms for 
citizen data and public discourse 
on climate change
Lily Bui

The proliferation of digital tools has allowed various fields to evolve with regard 
to how information is collected, for what purpose it is collected, and by whom. 
Within citizen science, digital tools on the web and mobile applications allow 
non-scientists to participate in data collection for research conducted by profes-
sional scientists (Bonney et al. 2009; Irwin, 1995; Silvertown, 2009). In parallel, 
public media has a similar goal of representing public discourse and issues of 
public concern for the general public audience (Clark and Aufderheide, 2009; 
Price and Raboy, 2003). In recent years, public media stations on TV and radio 
have adopted similar strategies to citizen science projects to solicit feedback 
from audiences, whereby individuals are invited to gather and collect informa-
tion toward the production of a story (ProPublica, 2015; WNYC, 2013). For 
instance, WNYC’s Cicada Tracker involved audience members building low-
cost temperature sensors based on an open source hardware and software plat-
form; collecting soil temperature readings over time; submitting this data to a 
central repository managed by data journalists; and visualizing the data on a map 
that told a story about the temperatures at which a specific brood of cicada began 
to emerge in the North-east region of the United States. The motivation behind 
soliciting feedback from audience members in this way varies, ranging from pro-
duction of content, audience engagement, and public education. The common 
thread connecting many citizen science projects and public media projects is 
this: they are both increasingly mediated heavily by the use of digital tools.
	 iSeeChange is a digital platform that sits at the crux of both citizen science 
and public media. It was created by a team of journalists, designers, scientists, 
and citizens. Inspired by The Farmers’ Almanac1 model, the platform allows 
users to submit observations of climate and weather to a website that would then 
archive the observations as well as display the posts of other users. The platform 
adds one additional layer of interaction, which a traditional almanac would not 
afford: if a user posts an observation with a question about the observed phe-
nomena in their own post, another user can respond to that post and generate 
discussion around it. Posts can also be sorted by week, season, and year. 
iSeeChange ran a pilot program in Paonia, Colorado, USA, in 2012 alongside 
public radio station KVNF. Over a period of two years, community members, 
comprising mostly rural farmers, submitted photographs, text, audio recordings, 
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and video to the iSeeChange platform. During this two-year pilot run, the site 
garnered over 700 posts from 137 users. A total of 16 public radio stories were 
produced and broadcast on KVNF during the pilot phase, with one of them fea-
tured on the national radio program, This American Life.
	 The raison d’être of iSeeChange is to challenge normative models of environ-
mental reporting that privilege the perspective of experts (scientists) while over-
looking, minimizing, or failing to include the perspective of those affected by 
environmental issues and changes. The platform aims to address a need to priori-
tize the perspectives of people who would be most affected by environmental 
change, and to create a digital space in which local knowledge might be 
exchanged between them. At the same time, the platform’s creation came about 
during a time in which climate scientists were in consensus about environmental 
change but public discourse was not. It is in this context that the media’s role in 
moderating – and in some ways shaping – climate change discourse becomes 
important. Although the Intergovernmental Panel on Climate Change (IPCC), 
convening approximately 2,000 climate scientists, acknowledged that climate 
change is a threat that can lead to more extreme weather events and natural dis-
asters (IPCC, 2012), public discourse about issues related to climate change, 
such as global warming, has been divided for some time (Doran and Zimmer-
man, 2009; Oreskes, 2004). This may have been, in part, due to media practices 
of covering climate change, which have “depicted conflict rather than coherence 
regarding scientific explanationals [sic] of anthropogenic climate change over 
time” (Boykoff, 2008, p. 40).
	 In a sense, communicating climate change effectively to wider audiences can 
be read as a problem of definition and scale. Schiappa (2003) writes that the 
beliefs that inform definitions are “human beliefs that are always subject to revi-
sion, whether the definition is one advanced by a philosopher, a scientist, an 
attorney, a legislator, a political activist, or anyone else” (p. xii). While research 
has revealed that media coverage of climate change has played a significant role 
in translations between science, policy, and the public (Bell, 1994; McComas 
and Shanahan, 1999; Smith, 2005), the meaning of climate change itself has 
shifted over the years, making translation a challenge. For instance, the term 
“global warming,” first used in 1975 in an article by geochemist Wallace 
Broecker, often is conflated with “climate change,” which dates back to 1956 in 
a study on carbon dioxide and climate science done by Gilbert Plass (Conway/
NASA, n.d.). While the former refers to the increase in Earth’s average surface 
temperature due to rising levels of greenhouse gases, the latter refers to a long-
term change in the Earth’s climate or a region of the Earth. Both terms have 
been used interchangeably, to the detriment of public understanding, as they 
refer to different notions. The more holistic term climate change refers not only 
global changes in temperature (both increases and decreases) but also to change 
in wind, precipitation, length of seasons, and frequency of extreme weather 
events.
	 Callison (2014) writes that a central challenge to communicating about 
climate change to mass audiences is how to render scientific facts meaningful 
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and worthy of major address. One can argue that this can be read as a question 
of scale. Goodman et al. (2008) emphasize that understanding how scales are 
“jumped” or “shifted” is essential to understanding “power dynamics and rela-
tions that operate across biophysical and socio-political articulations of local, 
national, and global political ecologies” (see also Bracken and Oughton, 2006; 
Glassman, 2006; Massey, 2001; Swyngedouw, 2000). The project of relating the 
larger global phenomenon of climate change to local impacts on livelihoods and 
lifestyles involves a politics of scale construction and manipulation. Depending 
on how media coverage of climate change is framed with respect to scale, the 
perceived risks and consequences can vary. For example, a weather report about 
extreme weather in the Pacific during an El Niño year operates on a different 
scale than if the same story communicated the potential risks of the same storms 
on transportation, homes, and human safety. Callison writes:

Engaging the public and politicians, explaining the science, and transform-
ing scientific data into quantitative and/or economic rationales for policy 
changes with a range of direct and indirect ramifications – these are the dif-
ficult tasks that confront those wishing to see climate change addressed in 
the political and public arenas.

(2014, p. 168)

For Callison, engaging more parties affected by climate change and building an 
evidence base for decision-making about climate policy is central to addressing 
the challenges of communicating about climate change. With the emergence of 
new digital technologies that further enable people to engage with media entities 
through mobile platforms, commenting on environments, and social media, 
environmental reporters increasingly have access to their audiences (and vice 
versa) through digital means. By doing so, actors within the citizen science and 
public media landscape confer value to local knowledge as an essential part of 
public discourse (Corburn, 2005; Huntington, 2000; Irwin and Michael, 2003).
	 Incidentally, design research and design processes play a critical role in how 
digital tools for research and public engagement manifest. The functionalities of 
digital tools used within citizen science and public media applications are 
usually determined, to some degree, by designers during an involved process of 
engaging stakeholders, assembling user research, and negotiating the costs and 
benefits of certain design choices. Thus, the design process of digital tools bears 
much influence on how effective the tools are in the field, whether its application 
is for data collection or public engagement around an issue such as climate 
change.
	 In 2014, the iSeeChange team expanded the platform beyond its pilot loca-
tion. An additional partnership with NASA’s Jet Propulsion Laboratory included 
technical support to incorporate into user posts open data from the Orbiting 
Carbon Observatory (OCO-2), the first dedicated satellite mission designed to 
monitor regional variations in atmospheric carbon dioxide (CO2). The objective 
was to combine two different scales and types of data within climate change 
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discourse: OCO-2 data would provide a global view of carbon dioxide levels, a 
greenhouse gas connected to human activity and increasing global temperatures, 
while user observations would continue to reveal weather and climate patterns at 
ground level. The collaboration with NASA-JPL and a new national focus neces-
sitated a redesign of the pilot version of the iSeeChange platform.
	 This expansion of the pilot presented new design challenges specifically with 
regard to issues of definition and scale in translating knowledge about climate 
change across multiple audiences as opposed to only one. This chapter will offer 
a discussion of the methods involved in re-designing the iSeeChange platform 
between 2014 and 2015. I focus here on the design process rather than how the 
platform is used because it offers a novel perspective from which to view the 
relationship between researchers, media, citizen science, digital tools, and 
climate change discourse. In particular, this discussion will touch upon the key 
challenges in bridging quantitative and qualitative data among stakeholders, 
scaling global data down to local contexts, and making local knowledge relevant 
to global climate change discourse with the use of digital tools. Finally, the 
chapter ends with a brief discussion about what social researchers might be able 
to learn from the best practices within design research.

The design framework
During initial design stages, our team discussed at length the ability to use 
iSeeChange not only as a storytelling platform but also as a citizen science plat-
form on which participants could explore data relevant to climate science. The 
principal stakeholders in this design project were the iSeeChange team, 
iSeeChange pilot participants, current and potential public media partners, and 
NASA-JPL. Our iSeeChange team consisted of seven individuals with back-
grounds in journalism, citizen science, user experience design, software 
engineering, and public engagement. iSeeChange pilot participants were users 
from Paonia, Colorado, who had volunteered their feedback on the platform. 
Public media partners included KVNF radio and a consultant for public media 
stations. The NASA-JPL team included a software engineer and public engage-
ment director for data applications at the lab.
	 The two core design challenges were: (1) interpreting quantitative, global-
scale climate data from scientists for an audience of non-scientists (comprising 
media partners and iSeeChange participants); and (2) making qualitative, local-
scale observations of environmental change from non-scientists relevant and 
useful to scientists. In order to begin addressing an approach to these challenges, 
the iSeeChange team abstracted and prioritized concepts that the platform should 
aim to connect in future design iterations: local to global, citizen science to 
public media, qualitative data to quantitative data, and weather and climate 
events to larger patterns. These relationships served as a baseline for discussions 
held throughout the design process (Figure 10.1).
	 By attempting to connect local perspectives of environmental change gener-
ated by non-expert publics to global perspectives generated by a government 
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agency, we hoped to provide a means of revaluing forms of knowledge produc-
tion from the bottom up. Similarly, but attempting to design and build a platform 
that enables connections between qualitative and quantitative data, and likewise 
between events and patterns, we hoped to generate new ways for informal know-
ledge communities to construct meaning across different scales of information. 
In a more general sense, this framework also gestures toward the affordances of 
participatory approaches in research when working within the digital space. That 
is, the wide availability of digital tools and platforms has enabled more experi-
mentation within many fields and areas of interest in order to collect or generate 
data for public interests (Johnson and Turner, 2003).

The design research
For our design team, there was a need to understand how existing users were (or 
were not) interacting with the pilot version of the platform. Because our team 
wanted to learn about the experience of pilot participants in Paonia, Colorado, in 
order to inform design decisions for potential new users, we chose a human-
centered design approach (Greenhouse, 2012; Roschuni, Goodman, and 
Agogino, 2013), which involves foregrounding the feedback and recommenda-
tions from the then-current user base and principal stakeholders to inform 
different stages of the design process.
	 An immediate challenge to a human-centered approach was that while the 
core user base was located in Paonia, Colorado, most of our team was dispersed 
throughout the rest of the United States and had chosen to convene in New 
Orleans, Louisiana, where the iSeeChange leadership was based. Because 
the  likelihood of meeting with the Paonia pilot community was low, we 
adjusted our methods to involve participants using remote and digital methods of 

Local Global

Qualitative Quantitative

Events Patterns

Figure 10.1 � Chart outlining categories of information that the new iSeeChange platform 
aims to combine.
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communication. To begin the design research process, the core iSeeChange team 
developed and distributed a community survey to assess how users interacted 
with the pilot version of the platform and to get a sense of what features users 
would be interested in for future iterations of the site. In order to design the 
survey questions, three members of the iSeeChange team collaboratively drafted 
survey questions on a mutual Google document in order to share ideas. A final-
ized version of the survey contained nine questions that were entered into a Sur-
veyMonkey form. To recruit respondents, the iSeeChange team distributed the 
survey link in a community newsletter to current iSeeChange users. The survey 
link was also posted on the iSeeChange social media accounts. A total of 27 
people responded and completed the survey.
	 We then followed up with semi-structured interviews with participants who 
volunteered to speak with us over the phone, Skype, or e-mail. Interview ques-
tions interrogated how users typically navigated the site and suggestions for new 
features or improvement of existing features. With consent, some interviews 
were recorded and played back to our design team once all the team members 
had convened in New Orleans. By combining survey responses with interviews, 
we developed an understanding of general attitudes toward interaction with the 
pilot version of the platform.
	 We recognize that respondents to the survey were likely regular users of the 
site and not necessarily the most representative sample of the entire user base, 
which is a limitation for the design research; however, these respondents were 
the most reliable and accessible informants for learning about the attitudes of 
those who were already engaged with the platform and project mission. Due to 
the team’s limited timeline and budget for design research and development, we 
chose this sample population and set of methods to gain a preliminary under-
standing of users’ attitudes and behaviors on the site. To be clear, our survey and 
interview process was oriented toward the design process and was not a rigorous 
academic study. Our analysis of the results was cursory and did not involve addi-
tional statistical modeling. The survey questions were designed to capture very 
broad attitudes toward the platform, as well as the general behavior of particip-
ants who used the platform regularly.
	 While the survey allowed us a cursory look at user interaction with the plat-
form, the interviews provided insight for more nuanced experiences and user 
decision-making processes that participants went through while navigating the 
site. A general summary of our findings from the survey and interviews are as 
follows:

A:  Participants who engage with iSeeChange regularly are vigilant about 
understanding weather patterns and actively seek out weather information.

Many respondents reported that outside of using the iSeeChange platform, they 
were also regular checkers of “weather news,” “temperatures, storms,” “western 
snow pack reports, regional climate synopses and predictions.” Respondents also 
reported checking factors like “highs and lows, first and last frost.” Some 
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respondents gave specific reasons for checking weather data, from a desire to 
check daily readings to trip planning. One respondent mentioned monitoring 
drought, snow water, and water vapor.

B:  Participants look for weather information from various sites and sources.

Respondents’ sources for weather data included NOAA, AccuWeather, Weather.
com, “weather sites online,” CoCoRAHS, National Weather Service, public 
radio stations, satellite data, and a service called Intellicast. Some also men-
tioned that they checked local temperature or weather stations, and one respond-
ent reported monitoring the impacts of livestock grazing on arid public lands 
through a number of NGOs.

C:  Participants are interested in being able to explore specific variables that 
constitute weather information that is particularly relevant to their personal 
interests.

Respondents cited wanting the ability to track factors like moisture, warming, 
temperature, global and polar ice melts, oceanic temperatures, wind speed/
direction, precipitation, annual rain/snow, first/last frost, and annual highs/lows 
in temperature. Other respondents more familiar with farming reported wanting 
to track seed germination, planting dates, plant growth, when flowers bloom, and 
other phenologies. For example, a respondent was interested in “how fast it 
warms up in the spring and cools down in [sic] the fall … and how they relate to 
plant growth over time.” Another respondent wanted to know if each year is 
getting increasingly warmer, as she is interested in plotting duck migration 
arrival times.

D:  Reasons that some respondents stop using the platform over time varied, 
spanning not having access to the internet to not being able to make sense of 
the observations being posted on the platform.

Some respondents reported not being able to access a computer when the idea 
occurred or not being able to post from a smartphone or mobile device. One 
respondent replied, “Most information is way too anecdotal to be useful and I 
don’t want to join that crowd.” Another thought that their observations would 
not have been significant enough to report on the platform.

E:  Participants recommended specific changes in the platform’s interface 
design to improve their experience.

Some called for better sharing and comparing features on the site, i.e. being able 
to share posts and comparing against others’ posts. More than one respondent 
suggested displaying posts by region so that users could compare stories and 
data from one area to another. Other respondents suggested a way to aggregate 
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posts based on how many people were talking about the same thing. Another 
suggestion was to include data from local weather stations for the purposes of 
data accuracy.
	 From findings A, B, and C, our team learned that the participants who were 
most engaged with the pilot version of the platform are curious about weather 
information and seek ways to access it. They also validated for our team that a 
citizen science approach to the platform would appeal to the types of participants 
the platform is meant to attract, in that enabling more non-scientists to engage 
with scientific information through iSeeChange would be among the interests of 
those already using the platform. Findings D and E gave our team valuable 
insights on which design changes the participants wanted to see most in the next 
version of the platform.
	 These findings related closely with the needs our team identified in our design 
framework. Our interpretation of findings A, B, and C led us to recognize the 
need to personalize – and thus localize – weather information that otherwise 
came from sources that represented data at different scales, so that participants 
could explore information that was most relevant to them. We also recognized 
the need to help participants make meaning and draw clearer relationships 
between the qualitative, “anecdotal,” local-scale observations that they were pro-
viding on the platform with wider climate trends that might be better explored 
through quantitative, global-scale data from weather data sources. These findings 
are what most informed our conversations during the design process and 
reinforced our belief that design could lead to an improvement of the experience 
of participants.

The design process
Over the course of three days, the design team met in New Orleans, Louisiana, 
in order to review design research materials, as well as to develop a “minimum 
viable product” version of the new iSeeChange platform, based on the survey 
and interview findings. Most important during this process was to constantly 
reflect upon the implications of each design decision on each principal stake-
holder (i.e. the iSeeChange core team, the iSeeChange pilot participants, the 
current and potential public media partners, and NASA-JPL). While the core 
iSeeChange design team met physically in person, individuals representing all 
other principal stakeholder groups joined in at least once remotely through the 
phone, Skype, chat, or e-mail.
	 First, our design team constructed user “personas” in order to conceptualize 
the different typologies of users who would engage with the iSeeChange plat-
form. Personas are considered “fictitious, specific, concrete representations of 
target users” of a platform (Pruitt and Adlin, 2006). A persona can represent an 
aggregate of user typologies that share common behavioral or attitudinal charac-
teristics. As Miaskiewicz and Kozar (2011) write, personas also “limit the design 
choices available to designers to allow for calculated design decisions.” In other 
words, by limiting for whom the product is designed and what features are vital, 
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personas help prioritize design decisions. Having developed the personas also 
allowed our team to systematically think through the myriad value systems and 
incentives that would draw the user to the site throughout the weekend.
	 To create the personas, our team reviewed survey and interview responses in 
their entirety over a four-hour period. Each team member took notes on recur-
ring themes and patterns in the user feedback. The design team shared notes by 
capturing ideas on Post-its, then placing them all on a board visible to everyone 
(Figure 10.2). Collectively, the team created and curated clusters of user feed-
back on the board based on characteristics they had in common. For example, if 
several people had placed notes on the board about users who preferred certain 
features or had certain attitudes, those notes would end up clustered together. 
The clusters were then given categorical names. Five categories of users eventu-
ally emerged: (1) the curious layperson, which included students and citizen 
scientists; (2) media makers, which included journalists and storytellers; 
(3) scientists, which included researchers and others in academia; (4) data pro-
viders, which included national government agencies with open data sets like 
NASA and NOAA; and (5) policymakers. This typology reflected who the 
design team either observed to be users of the site or envisioned as potential 
users of the site after the redesign. Each time a design decision had to be made 
during the workshop, the team would refer back to how the decision might affect 
each of these personas.

Figure 10.2  Post-its and whiteboard during the wireframing process.
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	 User personas became especially important when the team began to concep-
tualize how to construct meaning from the combination of different scales of 
information on the site. For instance, when it came to discussing how NASA’s 
OCO-2 data would be displayed, thinking through the different user roles 
reminded the design team that there would be varying levels of expert know-
ledge among users. The language could neither be too technical, which might 
deter the “curious layperson,” nor too abstract, which might receive scrutiny for 
not being rigorous enough from the scientific and research community. The 
design team extensively discussed different ways that NASA data could be com-
bined with text and images, but discussion alone had its own limitations. 
Because the team was faced with designing something that did not yet exist, 
there were few precedents that the team could point to and use to exemplify 
abstract design ideas and suggestions.
	 At this point, the team decided to take on more visual forms of sharing and 
communicating ideas; we broke into smaller teams of people, tasked with 
drawing out basic wireframes, or rough sketches that illustrate the functional ele-
ments of a web page, for the next version of the platform (Figure 10.3). Our 
design team divided into smaller groups to draw wireframes for specific tasks 
and functions. For example, one team was tasked with designing how the user 
would interact with satellite data while another was tasked with designing how a 
user would generate a typical post on the platform. We produced our drawings 
on Post-its, scratch paper, and whiteboards, and then came back together to 
discuss our results. The team eventually voted on ideas that seemed appropriate 
and collectively eliminated other ideas that seemed extraneous or less fitting.
	 After the conclusion of the design workshop, the collaborative sketches, 
diagrams, and ideas generated by the design team were documented and captured 
in photographs, shared documents, and audio recordings and further refined over 
subsequent months. More finalized wireframes, or sketches of each page on the 
platform, were produced, and a developer on the iSeeChange team built a new 
front and back end for the iSeeChange platform, which incorporated many of the 
design tenets discussed during the weekend workshop. During a soft launch 
period, the iSeeChange team invited representatives from each principal stake-
holder group to test an early version of the site and asked for additional feed-
back, which was taken into account for further refinements to the platform.
	 The final and most recent version of the iSeeChange platform directly 
addresses the findings uncovered during the design research and design process 
phases of this work. To address participant tendencies to explore different types 
of weather information, the new platform consolidates different types of weather 
and environmental data. A post on iSeeChange can contain an image and some 
text that records a user’s observation about the environment (Figure 10.4). 
Below each post is an option called “data,” which expands into a map that dis-
plays the latest NASA OCO-2 data in various forms. There is a map-based view 
that displays the post’s location in relation to the most recent track of the OCO-2 
satellite. Different levels of carbon dioxide in parts per million (ppm), an overall 
volume of carbon dioxide where the satellite has passed by, appear in different 
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colors on the map. These colors coordinate with the spectrum directly above the 
map, which indicates the relative level of ppm (low to high, from left to right) in 
the atmosphere. It is also possible to zoom in and out of the default view in order 
to see surrounding areas. This more visual method of communicating OCO-2 
data avoids using more complex, technical jargon associated with the data 
set. The platform also includes additional weather information from a weather 
data aggregator called Forecast.io. This weather information is location-specific 
and is tied directly to each user post. For example, if a user were to post an 

Figure 10.3  Team sketches during the wireframing process.
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observation from San Diego, California, the user would be able to view and 
explore NASA carbon dioxide level data and weather information specific to San 
Diego right alongside their original post.
	 Additionally, the new version of the platform directly incorporates design 
changes that originated from the recommendations of engaged participants from 
the pilot version. There are now ways to share individual posts on social media, 
more location-specific ways of organizing and viewing the posts, new ways to 
create “back posts,” that allow users who do not have Internet access at the time 
they capture an observation to upload their observations at a later date and time. 

Figure 10.4  New interface for the iSeeChange platform.
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These design choices were directly informed by participants in iSeeChange’s 
pilot platform, but they were supplemented by additional feedback from repre-
sentatives of each stakeholder group at different points of the design process.
	 At the time of writing, the new platform has been launched, and users from 
the previous version of the site have migrated to the new version, submitting 
regular posts, with new entries each week.

Looking ahead: is design for digital participation enough?
The task of navigating and negotiating the needs of each stakeholder group 
required that the design team think across disciplines and audiences. This project 
involved a human-centered design approach to the redesign of the iSeeChange 
platform in order to design a digital environment that combines two types 
(quantitative and qualitative) and scales (global and local) of climate data. The 
design process itself as a unit of analysis for this work reveals meaningful 
insights not only of how researchers situate digital tools in social research but 
also of the design process itself within social research. The human-centered 
design approach bears resemblance to certain aspects of participatory action 
research approaches; both place emphasis on collaborative data collection and 
generation with the community being studied (Israel et al., 2003; Nelson and 
Wright, 1995; Whyte, 1991). Within the realm of design, human-centered design 
allows users of a product or process to directly influence the outcomes of the 
design of that product or process. The results are also meant to be transparent to 
the users who participated in the design process. Within the realm of scholarly 
research, participatory action research methods directly involve affected com-
munities in developing research agendas and tools; results of the research are 
also usually shared or distributed among affected communities as well. More 
participatory approaches in design and social research may potentially lead to 
more meaningful interactions between designers and researchers, and target 
audiences and communities being designed for or studied.
	 iSeeChange’s design interventions may also face new challenges in its future 
in the form of evolving citizen science and media technologies, developments in 
climate science, and sustainability of partnerships involved in the project in its 
current state. Another challenge lies in motivating use of the platform over time 
and developing a more robust understanding of why current users are incentiv-
ized to participate. One final challenge is more of an existential one and can be 
summed up in a single question: is design for digital participation enough? 
Because the iSeeChange platform involves participation in a project with a clear 
stance on environmental change – that it is, indeed, occurring – it can be viewed 
as a form of civic participation or digital activism as much as it is an act of 
citizen science (Joyce, 2010). However, it remains to be seen where the long-
term impacts of digital participation may lead.
	 Future scholarship should investigate whether participation in climate change 
campaigns within digital spaces also translates into offline participation and 
advocacy beyond the digital environment as well. The project of making 
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meaning out of climate change science for various publics is one that will con-
tinue well into the future, but whether or not online discourse and participation 
extend to offline action such as attitude changes, behavior changes, and policy 
changes, deserves further study.

Note
1	 The Farmers’ Almanac is an annual North American periodical that has been in con-

tinuous publication since 1818. Published by Geiger of Lewiston, Maine, it is famous 
for its long-range weather predictions and astronomical data.
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11	 In search of lost purpose
The dream life of digital

Erinma Ochu

Phenomena are unstable and impermanent – a dance of particles – an instability 
we are unable to control. We cannot create permanence.

(Jaya Graves, 2010)

Introduction

Beyond making the findings discoverable and accessible to non-academics, how 
else might the cultural legacy of digital science projects be broadened when they 
are finished? How might the before and afterlives of these projects be experi-
enced, by whom, and for what purpose? How might the cultural life of digital 
research projects fuel people’s imaginations, right wrongs, shape identities, and 
foster social care?
	 This chapter is an auto-ethnographic exercise to recall, speculate on and con-
sider the unintended consequences of digital citizen science methods and the 
potential impact they have on people’s lives. By situating my ethical failings as 
a young scientist and curator of digital research methods alongside community 
stories, I aim to enhance my reflection on the design and evolution of two con-
secutive participatory digital citizen science projects, Turing’s Sunflowers and 
#Hookedonmusic. My aim is that this approach paves the way to attend to 
emerging ethical concerns to help us begin to think about living and thriving 
with the pervasiveness of digital technology.
	 Essentially, this chapter aims to evolve digital scholarship to embrace diverse 
socio-political realities. It encourages marginalised scholars to tune into the crea-
tive direction of our lived experiences, particularly in navigating the conflicts 
and tensions that often emerge at the boundaries of public and private space and 
the differences in reality between our inner and outer worlds (Burton and Kagan, 
2003).
	 I invite digital scholars to consider which values they choose to carry forward 
into the art and crafting of digital spaces and the extent to which they support 
cultural democracy. Here I offer a social praxis through which to reflect on how 
digital scholarship is performed in order to imagine different futures. I ask what 
shared values, social purposes and stewardship must emerge.
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A seat at the table
In writing this chapter, I am inspired by using an open-ended approach that 
touches on the ways in which academia is performed (Cooper and Condie, 
2016), embraces auto-ethnographic, black feminist traditions of intellectual 
activism (Hill Collins, 2014), embodied intersectionality (Mirza, 2017) and Tim 
Berners-Lee’s vision for the World Wide Web which is ‘about anything poten-
tially being connected to anything and this decentralising core principle, freeing 
us from the hierarchical classification systems to which we have bound ourselves 
… it brings the workings of society closer to the workings of our minds’ (1999, 
pp. 1–2).
	 As a queer, politically black academic, I am mindful of becoming a ‘profes-
sionally defended type of academic who’s only half-alive, intellectually and 
otherwise’ (Dollimore, 2016, p. 1034) and find myself with a pent-up desire to 
offer an oppositional gaze (hooks, 1992).
	 On re-entering academia, I had an existential crisis in writing my biography: 
how do I honour and embrace the publication gaps which jump from neuro-
science (Ochu, Rothwell and Waters, 1998) to citizen-led digital innovation 
(Whittle et al., 2012) to citizen science (Swinton and Ochu, 2016)? My academic 
performance has changed radically, disrupting my scientific identity in the 
process, as it has other black scientists before me (Carlone and Johnson, 2007; 
Opara, 2017). While embracing digital methods is part of that, it is far from the 
full story. I wonder how best to recount my experiences of social injustice that 
created the political lens that deeply informed my methodological approaches, 
and under this direction, how my digital methods dream of finding a social 
purpose. Turning to feminist auto-ethnography, therefore, offers the opportunity 
to recognise the limits of scientific knowledge and to queer normative paths 
(Ettorre, 2017).
	 And, as my fields of digital science communication and, specifically, citizen 
science begin to embrace narrative methods (Roberts and Constant, 2017) and to 
communicate scientific concepts by leaving traces of memory to aid future recol-
lection that informs future actions and strategies (Downs, 2014), it is crucial to 
position these approaches alongside the narrative traditions and actions politi-
cised by black activists, artists, writers, cultural producers, feminist, disabled and 
queer, scholars and allies (Ochu, 2017). Who might you invite to your methodo-
logical table and why? ‘You need your favourite feminist books close to hand; 
… Kick-ass feminist books have a special agency, all of their own. I feel pro-
pelled by their kick … their words teach me. Wherever I go, they go’ (Ahmed, 
2017, p. 240). My aim is to assert the value of imagination, independence, resist-
ance, friendship and lateral thinking, when considering how to approach digital 
methods. This involves considering how methodological decisions are experi-
enced, by whom and to what ends. Through reflexivity and a focus on affective 
learning by telling stories, attending to feelings and human values (Hawkins, 
2017), I encourage an exploration of designing digital and non-digital inter-
actions in the making of the method to transform scientific identity with social 
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actions (Opara, 2017) and giving back to others (Carlone and Johnson, 2007). 
‘We cannot escape the legacies of the past, but we can use them to model our 
future’ (Eddo-Lodge, 2017, p. 223).

Favourite things: towards participatory digital research
I grew up in the East End of London with no idea I was poor, black, female and 
queer until I won an assisted place to attend a private secondary school. Raised 
by my mum and her diverse network of friends, in between school, church and 
playing out in the streets, I danced to my sister’s records and cut out and col-
lected images of viruses from the newspaper. My mum gave me a red box to 
store these scientific dreams.
	 I daydreamed about getting a computer, but it was out of my price range. 
Instead, I saved £1 a week for 13 weeks from a paper round to buy a miniature 
Kodak camera. I agonised over owning a machine that, at the click of a button, 
could capture my version of events, given analogue photography’s ‘privileged 
relationship to reality’ (Mulvey, 2006, p. 18).
	 To my utter joy, for Christmas, my mum’s partner gave us a black and white 
TV with a ZX81 Sinclair computer. I taught myself to code from a magazine and 
wrote games. The creative possibilities that a computer offered did not occur to 
me as I dodged bullets and shot down pixelated alien ships.
	 Without warning, aged 11, going to that private school, the belief that black 
children from the most deprived part of London do not amount to anything, 
burst into my world. A torrent of fear swept up my dreams. A fear that creates 
shame, guilt and over years, seething anger. James Baldwin articulates this 
particular fear:

It was not at all like the fear I heard when one of us was ill or had fallen 
down the stairs or strayed too far from the house. It was another fear, a fear 
that the child, in challenging the white world’s assumptions, was putting 
himself in the path of destruction.

(1963, p. 31)

My older sister gave me a copy of Baldwin’s The Fire Next Time but, today, in a 
digital age, the urgency of these messages has lost its bite. If it wasn’t for the 
book, I would have imagined that I was going crazy. The injustices and racial 
abuse that myself and peers faced growing up as teenagers and studying as 
young adults at British universities persisted. By all accounts, the outcomes for 
ethnic minorities on health, education and employment are still utterly bruising 
(Gov UK, 2017; YouGov et al., 2015).
	 Drawing on marginalised standpoints produces counter-cultural ways of 
knowing (Mirza, 2017). This knowledge also comes from bearing witness to sys-
temic injustice, which creates a perspective on knowing the world, a praxis that 
Ferreira da Silva calls ‘knowing at the limits of justice’ (2013, p. 44). He further 
elaborates that:
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Knowing at the limits of justice is at once a kind of knowing and doing; it is 
a praxis, one that unsettles what has become but offers no guidance for what 
has yet to become. Knowing the limits of justice, nonetheless, is an ethical-
political praxis; it acknowledges all the effects and implications as well as 
the presuppositions informing our accounts of existing with/in one another 
… perhaps, a horizon of radical exteriority, where knowing demands affec-
tion, intention, and attention.

(p. 44)

These systemic undercurrents are extended to the politics of the digital realm 
(Fenton, 2016). My sharpened perceptions of social injustice prepared me to 
design and consider digital research approaches that build trust, create care, reci-
procity and friendship. This kind of engagement often requires a leap of faith, 
particularly when trying to reach marginalised or ostracised folk, because of the 
pain that exclusion causes (Burton and Kagan, 2003; Novembre et al., 2014; 
Mirza, 2017). It is therefore essential to create safe spaces in which to hold the 
vulnerability and creative potential of marginalised folk.
	 By focusing across digital projects, I aim to create touchpoints as storyteller, 
researcher, cultural practitioner and activist. Ideally, you as the reader, can get 
under the skin of my choices and craft a more equitable digital research practice 
as a consequence. An ambition in looking back, as digital technology allows 
research methods to evolve, is, reminiscent of how Mulvey (2006) describes the 
digital evolution of cinema, allowing time to pass, to shift ‘perceptions of rela-
tions and aesthetic patterns and these shifts are, in turn, accentuated by the new 
horizons formed by new technologies’ (p. 12). Further,

at a time when new technologies seem to hurry ideas and their representa-
tions at full tilt towards the future, to stop and to reflect on cinema and its 
history also offers the opportunity to think about how time might be under-
stood within wider, contested, patterns of history and mythology

(pp. 22–23)

This is particularly timely as conversations about decolonising the academy re-
surface (People’s Knowledge Editorial Collective, 2016; Mirza, 2017; Tandon et 
al., 2017). And, bell hooks tugs at my side, reminding us that: ‘the ability to 
manipulate one’s gaze in the face of structures of domination that would contain 
it, opens up the possibility of agency’ (1992, p. 116).

Case study 1:  Turing’s Sunflowers
Turing’s Sunflowers was a citizen science project celebrating the centenary of 
Alan Turing’s birth by encouraging community groups and individuals to grow 
and nurture sunflowers, count the spiral patterns in the sunflower seed heads and 
submit digital pictures as evidence to an online website to be analysed by com-
putational biologist, Jonathan Swinton. Alan Turing, hoping to better understand 
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how plants grow, had been grappling with the challenge of how Fibonacci 
number patterns work in sunflowers when he worked at the University of Man-
chester (Swinton and Ochu, 2016). A visionary mathematician, codebreaker and 
the father of modern computing, Turing was a gay man at a time when homo-
sexuality was illegal and found himself at the centre of controversy and injustice 
as he was convicted of gross indecency. He was posthumously pardoned. The 
centenary celebrations of Turing therefore, marked a transformation in his status 
(Sumner, 2012). While Turing’s Sunflowers offered me the opportunity to 
openly identify as being a queer scientist, I failed to ensure the social justice 
angle was stated in the project’s goals:

•	 To raise awareness of Alan Turing’s work on Fibonacci numbers by involv-
ing 3000 people from Greater Manchester.

•	 To explore the role of math in nature through a series of public engagement 
activities.

•	 To collect sufficient data to carry out the math analysis and present the 
results at Manchester Science Festival.

Natalie Ireland, the Museum’s Science Festival director, who commissioned 
the project, explained that Jonathan Swinton walked into her office with a sun-
flower seedhead in a lunchbox, wanting to inspire people about Alan Turing 
but she knew the power of the story had more potential (N. Ireland, pers. 
comm., 2017).
	 There was incredible enthusiasm for the project in the museum, and exter-
nally, but time was short. I bought some sunflowers for a short film shoot with 
the BBC to launch the project. After an afternoon brainstorming, a story emerged 
– what if a whole city came together to grow sunflowers to finish Turing’s work? 
There was still no mention of Turing’s homosexuality and what subsequently 
happened to him, but we had a science story, with which to launch.
	 The kindness and generosity continue as I contact potential partners – ‘we 
can donate seeds, pots and gardening canes, we can run an event, we can grow 
sunflowers, why don’t you apply to us for funding for gardening tools?’ Armed 
with a list of fears, potential failures and a limited budget, I draw on the com-
munity organising practices that I learned from activists and community organ-
isers who campaigned against racism, fascism and the effects of government cuts 
on communities in the 1980s and 1990s. Community, cultural partners and indi-
viduals can join the project at any time. These approaches encompass com-
munities of practice (Wenger, 1998), mobilising community assets through 
asset-based community development (Kretzmann and McKnight, 1993) while 
opening up and diversifying where knowledge comes from and when (Wynne, 
2004). These ideas made their way to my craft through activism: together we 
came up with creative solutions, learned from failure and developed shared 
assets. Further, we encouraged stories to be spread by word of mouth and social 
media as people wrote blogs, tweeted, commented on and critiqued the project. 
An approach that, with more critique of the scientific goals, might connect with 
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scientific citizenship (Irwin, 1995) and scientific agency (Miah, 2017) models of 
science and digital engagement with research, respectively.
	 While the objectives were clearly focused on data collection and the public 
awareness of mathematics and Alan Turing’s mathematical contributions to 
biology, there seemed to be an unspoken, underlying cultural driver to the 
project, fuelling global interest. Indeed, later, Freitag and Pfeffer (2013) estab-
lished that the citizen science process is as important as the scientific output and 
that citizen science offers the opportunity to acknowledge the cultural contexts 
of science in society. Diverse identities can be obliterated by working from the 
scientific perspective alone (Wynne, 2004), and in much the same way, there is 
a  need to erase the white gaze of institutional control to enable freedom of 
expression by black cultural practitioners (Williams, 2014). This perspective is 
missing in the conception of science capital, a lens which aims to extend the idea 
of cultural capital to attend to socially diverse participation in science (Archer et 
al., 2015).
	 After the project was launched on daytime television by gardener Monty Don 
planting a sunflower, the phone rang with people wanting to get involved or 
retired mathematicians keen to talk through the math. Every phone call and 
every email brings a new opportunity. It slowly dawns on me that I have no way 
of knowing how people are getting along with growing sunflowers. I turn to 
Farida Vis, academic and allotment owner, who asks me: ‘Why would growers 
care about keeping their sunflowers?’ (pers. comm., 2012). A huge risk is the 
phase between sunflowers being sown and grown, where slugs, squirrels and the 
weather might throw sunflower growing off course. The web guy, Stuart, con-
verts this challenge into four project phases: (1) get planting; (2) keep them 
growing; (3) measure and count; and (4) see the results. With the help of BBC 
producer, Caroline Ward, we then build digitally mediated storytelling cam-
paigns (McrSciFest, 2013) and encourage community-led events around these 
phases.
	 This also means that we can work out the digital requirements of the next 
project phase as we go along, rather than defining everything at the outset. This 
flexibility became critical, as, for example, when someone tweeted that they 
were growing Turing’s Sunflowers in Palestine, we could add a map to show 
where sunflowers were being grown. Collecting and visually representing loca-
tional data became a way to acknowledge contributions online both for those 
sunflowers that made it to the final dataset and those that did not.
	 One of the approaches I had learned from working as a digital producer in the 
film industry was lead user innovation (von Hippel, 1986). If we could somehow 
stay connected to those people who adopted the idea of growing sunflowers for 
our experiment, we could encounter and solve problems quickly, before most 
other people faced them. Therefore, I hosted public events where I tested draft, 
unfinished methods of how to measure and count sunflower spirals. Participants 
helped to refine these initial methods, which were then updated and used to 
inform the web capture of any data collected. Through this process, I could see 
what people might struggle with and notice innovations that could make it 
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simpler. Similarly, to get closer to the data we needed to collect for the experi-
ment, I filmed and re-filmed Jonathan Swinton, the academic lead, talking about 
his dreams for data collection. Sharing the video with participants gets us closer 
to which data are vital and which are just nice to have.

Engaging with ethics
A range of ethical issues were considered at the planning stage, ranging from 
data ownership to photographic consents, as well as recognition of public contri-
butions within academic articles. This also included the differing capacities of 
community groups and schools to participate and to understand the results. In 
terms of governance, the Museum of Science and Industry had the final say on 
all decisions, but a creative workshop involving all partners addressed and pro-
vided innovative solutions to challenges, including ethical ones at the outset. We 
agreed that participants would be credited on the Turing’s Sunflowers website 
and on any academic publications that resulted by linking to a credits page on 
the website. This is encouraged and encapsulated as a principle of the European 
Citizen Science Association (ECSA, 2015).
	 Additional issues emerged at the first creative workshop and online via social 
media including considerations for environmental sustainability and that sun-
flower seedheads should be composted. Again, sustainability is considered as 
part of the ECSA principles of citizen science (ibid.). Additional partners were 
sought or emerged (often via social media) to advise on several issues, including 
enabling public access to the results data while maintaining privacy over per-
sonal data. While a map indicating where participants were growing sunflowers 
was used to drive participation and to recognise contributions, it was important 
to avoid pinpointing individual houses where sunflowers were grown. For those 
who didn’t have gardens, people grew at the museum and community-led plant-
ing events.
	 In terms of recognising non-academic contributions, it was remarkable how 
small gestures mattered. I would get phone calls from people as they submitted 
their data and watched their computer screens in anticipation of a sunflower 
popping up near their location. To avoid ownership issues over content, creative 
commons licensing was encouraged for people to share their content with the 
museum and more widely, while retaining authorship. Sourcing user-produced 
content for use within the Turing’s sunflowers website enabled recognition of 
participants’ contributions and saved time creating resources from scratch.
	 In terms of data ownership, people were given the option to submit their 
results to the research project. Only one person opted out of this. I felt it was 
important that people were opting into the experiment. To ensure that people 
could connect with the results, we commissioned a public show, ‘Cracking 
Nature’s Code’, which explained the results through stories. We invited a com-
munity choir, Open Voice, to sing a Fibonacci song at the initial presentation of 
the scientific results, to demonstrate how Fibonacci numbers were used in music. 
This was composed by Carol Donaldson, the choral director.
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	 We also participated in a digital hackathon with Hack Manchester where the 
sunflower dataset was hacked to make a sunflower game and a digital map. I was 
invited to share the results and joined in an LGBT debate to defend the idea that 
homosexuality was genetic. Having been to that private school where we had 
learned to debate anything, whether we believed it or not, I adopted a comical 
approach to try to win the argument. In the audience that night, unknown to me, 
was an older gay man, for whom the legalisation of homosexuality had changed 
his life. I saw the tears in his eyes as our eyes met. His voice cracked as he 
defended his argument and my attempt to win at all costs became trite. I admit-
ted defeat, we hugged and I later bought him a whisky in the pub as he shared 
his story. The powerful ‘why’, of the lost purpose of this particular digital 
project crystallised for me in that moment.
	 Turing’s Sunflowers, with the community-led events, exhibitions, stories and 
songs, got me outside and away from my desk, changed my outlook on life and 
work – but, what cannot be articulated in words is a feeling wedged inside my 
brain and felt in my heart every time I look at or think about sunflowers. Perhaps, 
Turing’s Sunflowers has created, as part of our conscious experience, the feeling 
of what happened (Damasio, 2000). Supported by digital technology and the 
media, science became entangled with society through mutual reciprocity – 
Fibonacci numbers, Alan Turing and Sunflowers are now an interconnected part 
of my emotional, social and scientific world, distinct from Van Gogh’s sun-
flowers, yet embedded with sunflower songs and a sense of queer pride and 
social justice. These moments of symbolic exchange both online and offline tap 
into the mutual desire to bring people into a shared social world (Pelaprat and 
Brown, 2012) and emphasise the importance of learning in social settings (Lave 
and Wenger, 1991). For me, the symbolic culmination of the science and social 
worlds recognising one another is witnessing the police handing out sunflowers 
to the public as they watch several Turing’s Sunflowers floats pass through the 
Manchester Pride Parade. One of the floats had a Fibonacci sequence painted on 
the side 1, 1, 2, 3, 5, 8, 13, 21, 34. This experiment gave me a sense of pride and 
belonging in ways that academia rarely can (Gabriel, 2017).
	 Brian Lobel’s interactive performance, ‘Purge’ (Lobel, 2016) interrogates the 
boundaries of these perspectives further. Lobel gave complete strangers the 
opportunity to decide whether to keep or delete over 1000 of his Facebook 
friends. His friends’ responses to being purged, and subsequent fall-outs, recon-
nections and reflections in real life on the appropriateness of such a performance, 
demonstrate just how closely entangled our social, emotional and online 
worlds are.

Case study 2:  #Hookedonmusic
After the perceived success of Turing’s Sunflowers, the museum wanted a 
second citizen science project. Hosted at the University of Manchester in the 
school of Life Sciences, I took up a residency at the Museum of Science and 
Industry. Since the responsibility of the project falls under the direction of a new 
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Science Festival director and a citizen science project manager, we build in the 
hunt for the citizen science project into the recruitment process to get potential 
candidates excited and dreaming about what this new citizen science project 
could be.
	 The idea to find a project around music is put forward by the new Science 
Festival director, Marieke Navin. Her excitement, enthusiasm and contacts lead 
us to Hooked! a music recognition game that crowdsources responses via a 
smartphone app and, by reaching a large audience, aims to explore individual 
differences in musical memory. The game is devised by music cognition 
researchers to explore what makes music catchy (Burgoyne et al., 2013). I flew 
out to Amsterdam to visit two of the researchers, Ashley Burgoyne and Henkjan 
Honning. After lunch, I play the existing game – I don’t quite understand it – but 
I love their enthusiasm and passion for what they do. Playing the game, I experi-
ence several barriers to immersing myself in it. The design of the branding is a 
fish on a hook, the name, Hooked! has associations with drug use and the biggest 
challenge of all, is that you need a premium account with Spotify to access the 
music you’ll need to listen to. This accessibility challenge is a major barrier to 
entry and will exclude those who don’t have a smartphone and cannot afford a 
premium account. If we are to reach the tens of thousands of participants the 
researchers dream of to create a big dataset, this and the other challenges need to 
be solved.
	 I am challenged by Jean Franczyk, the Museum Director, who has worked as 
a journalist, to find out why playing #hookedonmusic matters, why would the 
public care? I ask the researchers – musical memory has implications for future 
research into Alzheimer’s disease. And music is also important as a social con-
nector for people with Alzheimer’s disease and for those who care for people 
with Alzheimer’s (Clair and Ebberts, 1997; McDermott, Orrell and Ridder, 
2014), and music-based interventions can help reduce the stigma and social 
isolation associated with the disease (Harris and Caporella, 2014). Like Turing’s 
Sunflowers, albeit more explicitly, we now have a story.
	 I worked up several concept documents – one is just images, a practice I 
learned from my film industry days to imagine and convey the look and feel of 
the experience and the settings in which people might play the game or experi-
ence the concept. A one-page project proposal outlining the aims, objectives and 
benefits of the project grows to a four-page document, as investigative journalist, 
Katy Jones, interrogates it and connects us to BBC radio stations. The concept is 
further shaped by pitching it to people, inside and outside of the museum, and 
asking or guessing, based on people’s age, what a memorable piece of music 
might be for them. I build playlists for people and share the idea at festivals, 
meetings and events. I take a Massive Open Online course on music and creativ-
ity and another on human computer interactions from Stanford University to 
help me to better understand the cultural value of music and to ensure that this 
can be built into the design requirements of the game. Importantly I learn the 
value of Wizard of Oz prototypes which allow you to test out user experiences 
and elicit tacit knowledge on unfinished or mock-up versions of an experience. 
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When the game is not ready and we have to launch the concept to the public, we 
instead host a silent disco as a visual device to articulate the idea that the game 
player is the DJ tuning into the memorable music of their past. This later informs 
a music experiment to investigate the social grouping behaviours of dancers lis-
tening to music that they control via a silent disco headset (Mooren, Burgoyne 
and Honing, 2017).
	 Doing this ‘guerrilla’ research shows me that choosing and sharing music 
with strangers put people in incredibly personal and vulnerable positions. With 
this in mind, we choose an image of a guy wearing headphones to indicate that 
that is what people will be expected to do and discard another image of a record 
playing music. This image, of someone wearing headphones, becomes the 
project brand and backdrop to the game. The web designers hired to make the 
game find a solution to the challenges that I experienced when I first played 
the game. There is a new name, #Hookedonmusic, and a more accessible online 
science game played via a web browser on a laptop, tablet or desktop. The game 
is a test of your popular musical memory, sharing snippets of popular songs to 
see how quickly you recognise them (Korsmit, Burgoyne and Honing, 2017).

Engaging with ethics
During the initial engagement phase of #Hookedonmusic, the museum’s core 
audience for the game is 16–24-year-olds. This excluded the very people who 
could benefit most from the project – socially isolated older people and younger 
people who might find a way into learning about science through music.
	 While visiting my sister and her kids, I decide to see if they can understand 
this concept of playing a game to recognise a musical hook. The Harlem Shake 
meme has been sweeping the country so we make a Harlem Shake video to 
explore what a musical hook is. The Harlem Shake has a repetitive musical hook 
that suddenly changes. It’s at this point of change, that people in Harlem Shake 
videos break out of routine into crazed antics in an office, a lecture theatre or a 
kid’s bedroom. After several attempts of falling about laughing, re-taking and 
figuring out how to set up, film and edit a Harlem Shake video on an iPad, 
unprompted by me, they show their video to their dad and explain what a 
hook is.
	 I share the idea behind the video with the festival director who explores what 
can be done with people under 14. The next time I visit my sister’s children, I 
tell them about how we are going to have a kids’ show. They shrug their shoul-
ders and run off into the garden. Later, my niece tells me a story she wants to 
shoot on her iPad. We brainstorm the story, shoot and edit it. She picks the 
music, writes the script and stars in it. I cannot be sure that this is influenced by 
us making the meme together, but the reciprocity of creating and making 
together, for my project and then hers, is as it should be (Gauntlett, 2011; Pel-
aprat and Brown, 2012). Later I am horrified to discover that the Harlem Shake 
meme is an appropriation of a dance that was instigated by Harlem-based 
African Americans in the 1980s; the project suddenly problematises the ways in 
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which participatory culture and black culture can be misappropriated for digital 
commodification, rather than the liberation of marginalised groups (Steele, 2013) 
and digital citizen science must take note.
	 When we came to develop the public engagement for #Hookedonmusic, a 
core ethical proposition was how to engage those so-called ‘vulnerable’ com-
munities, at risk of social isolation who could benefit from engaging with a 
music project. These attempts to design this commitment into the project just did 
not catch fire and we must acknowledge and explore these ethical failings 
together in the future. However, the ethical dots connect through an interim 
social justice action: I reduce my fellowship contribution to #Hookedonmusic 
and re-direct resources to an art-science project to reach out via Greater Man-
chester Community Umbrella organisation, MACC, to small organisations and 
community groups to partner with researchers and artists to address a social 
challenge through small seed pilot funds. Following community consultations, 
the most pressing challenge to address in the current context of local government 
cuts and the devolution of the health and social care budget is to address social 
isolation. Following a meeting of researchers, artists and community organisers 
facilitated by Theatre in Prisons and Probations, we imagine how to make social 
isolation worse, in order to explore how to make it better. A call for proposals 
invites partnerships to creatively tackle and engage those at risk of social 
isolation.
	 To my joy, one of the projects allocated seed funds is a community choir 
drawn from Manchester African and Caribbean folk living with Alzheimer’s and 
their carers. The following year, while #Hookedonmusic is still running at the 
Science Festival, we invite this community choir to open a panel event about 
living with Alzheimer’s. Every audience that this choir sings to is educated in 
Alzheimer’s friendly approaches. I am overjoyed that the project has connected 
to the social purpose that I had dreamed of.

Decolonising the digital and what remains
At the funeral of Jaya Graves, an activist friend of mine, I am moved to see the 
many people who recall her all-encompassing, attentive presence. She told 
people exactly how she saw things, however challenging, and wrote letters 
describing the injustices of museum displays and community panels that kept 
communities from the ‘Global South’ at a distance – a step removed from 
objects that had been taken – ‘no, stolen, Erinma, stolen’ – and isolated behind 
glass walls, away from their context, their language and, their very being. In 
remembering Jaya, I search for her presence on the internet. Unsuccessful, I 
remember instead her heartfelt hugs and mischievous laugh.
	 In the same way, much of the work that I learned from community organisers, 
activists and artists is uncredited in academic literature, invisible, not dissimilar 
to the ways that Frantz Fanon and Virginia Woolf previously warned (Woolf, 
1929; Fanon, 2008). Therefore, I must write about these influences and my own 
lived experience in solidarity with black female scholars (Gabriel, 2017).
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	 Just as colonial museum objects, disconnected from their places and cultures 
of origin, continue to unlock financial capital for institutions in the ‘Global 
North’, we have to ask questions and pay attention to whose dreams they bring to 
life, whose dreams they exclude and why, and in whose presence we might be 
invited to share our dreams in these institutions. Similarly, as academia’s digital 
methods seek to investigate and learn about people’s lives through the digital data 
they leave behind, how do marginalised communities begin to set the digital 
agenda around research that might frame our lives, our histories, our futures?
	 With this story alive to me, I recall a troubling ethical challenge posed by 
#Hookedonmusic, which, fuelled by global media coverage, enabled the spread 
of Western popular music to 200 countries around the world. The democrat-
isation of science, on the one hand, and the potential to homogenise local cul-
tural identities, on the other:

How can general knowledge be nurtured in postcolonial worlds committed 
to taking difference seriously? Answers to these questions can only be put 
together in emergent practices; i.e. in vulnerable, on-the-ground work that 
cobbles together non-harmonious agencies and ways of living that are 
accountable both to their disparate inherited histories and to their barely 
possible but absolutely necessary joint futures.

(Haraway, 2003, p. 1)

This social praxis of research is already considered for community-based partici-
patory research (Banks et al., 2013), for citizen science projects facilitated by the 
internet (Haklay, 2013; Geoghegan et al., 2016) and it accompanied me, in the 
curation and subsequent evolution of participatory digital science methods. 
While the scientific legacy of these projects (Swinton and Ochu, 2016; Korsmit 
et al., 2017) has now been published, the making of and the cultural legacies of 
these projects are barely acknowledged.
	 In remembering and understanding what it feels like to be excluded, it is pos-
sible to call to mind the values, gestures and ethical implications of digital 
methods. The use of storytelling builds in practice on critical race theory, fem-
inist theory and queer theory to extend the ethical principles of community-based 
participatory research (Banks et al., 2013) and the principles of citizen science 
(ECSA, 2015).
	 I finally realise what funerals are all about: they are not about the dead, but 
the living. My friend Jaya’s presence lives on in her poems, the stories people 
tell about her and the way in which people came together to celebrate her life. A 
wonderful thing is that Open Voice, the community choir that sang the Fibonacci 
song for the Turing’s Sunflowers project, sang to Jaya while she was in hospital 
and again at her funeral. In typical Jaya fashion, when we gathered around her 
hospital bedside to sing, she encouraged us to take a step back so that everyone 
on the ward could hear us sing songs from around the world. An older lady, who, 
we were later told, didn’t speak a word of English, awoke from her sleep and 
began singing along to one of the songs, a distant memory stirred? This pivotal 
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moment left a deep impression, of Jaya’s kindness and generosity to strangers in 
her presence, even as she faced death. And, I witnessed the true power of 
musical memory in a patient who suddenly came to life through song. It is in 
considering these moments that I understand how you move forward in life, 
what you carry into tomorrow and what you leave behind. Jaya’s work lives on 
in mine.
	 Invited to give a talk, I went back to that private secondary school where 
racism tried to eat my soul. From what I witnessed, things had changed, I was 
welcomed and shown around the school by kind people. All that remains are the 
remembrance of that past in my mind. My experience is erased from history, 
invisible, as if it never happened. The internal trauma returns, until, I am given 
access to my school records which includes letters of support from the school 
warden to prospective universities I have applied to. It seems extraordinary that 
a letter of support includes details of my having been ill and the economic cir-
cumstances of my upbringing. I wonder if all children are spoken about like this 
to prospective educators. My private life had clearly not been very private. Like 
dead stars, my past experience, can be used to take measure of the digital uni-
verse and to consider a different way forward.
	 It is important not only to recognise that access to the web and digital techno-
logy is not ubiquitous but also that

Claims for the extension and reinvention of activism through digital media 
need to be considered in the context of the material social and political 
world of inequality, injustice, corporate dominance and the financialization 
of everything. This means taking account of neoliberal formations of the 
subject, the state, the social and the economic. It is true that a global civil 
society is developing on the web, it is one that is segmented by interest and 
structured by inequality.

(Fenton, 2016, p. 19)

And, as companies and the government create and own data about us on the 
internet, there are growing ethical concerns about the system, how it stores data 
and for what purpose. But what must also be considered is the system out of 
which the database was created and why and who else has access to it. When we 
outsource the creation of various databases into commercial hands, who can 
assure our privacy?

A final note on method … in the end it is our own inner tenacity, our pas-
sionate intention through which we must judge our path and progress.

(Jaya Graves, 2010)

This chapter draws attention to the engagement that can take place around a par-
ticipatory digital research project. It highlights the need for nuanced stewardship 
in these interstitial spaces in which we become entangled and, by association bear 
witness to and sense the dreams, desires and despairs of diverse communities, 
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including our own (see, for example, Sinfield, 2016). By taking into account 
lived experiences in the engagement phases of a digital research cycle, might we 
become better aware of the conditions that facilitate ethically impactful digital 
research? For community-engaged research projects, Durie et al. (2012) identify 
an ‘engaging’ and ‘follow-on’ period, either side of the ‘project delivery’ phase. 
They highlight the ‘follow-on’ phase as a place for reflection, mutually agreed 
closure or forward planning.
	 It is in this ‘follow-on’ space that a feeling, a sunflower, a piece of music, a 
dataset, might trigger the imaginations of those who encounter them in new cul-
tural contexts. It is here that stories might transform the design of digital research 
methods, engaging people in meaningful ways to widen cultural impact by fos-
tering broad and diverse participation. And, it is important for scientists to recog-
nise the role of the arts and humanities (Snow, 1959), alongside science and 
technology studies and the history of science (Kuhn, 1962) in transforming 
scholarly practices as they have done for the medical humanities (Fitzgerald and 
Callard, 2016) and digital humanities (Antonijević, 2015) before them. Further, 
we must acknowledge that this is unlikely to occur through digital intervention 
alone (Whittle et al., 2012; Fenton, 2016). The engagement process is essential 
and generative in that it creates and sustains life through mutual becoming and 
should be ‘vital concerns … for the scientific, social and political institutions 
that are expected to govern and take care of them’ (Braidotti, 2002, p. 2).
	 In this way, we ask how we might ensure that digital research methods offer

… a world of opportunities to create – where everyone has substantial and 
sustained choices about what to do, what to make, what to be; with everyone 
drawing freely on their own powers and possibilities; their (individual and 
collective) experiences, ideas and visions … this is cultural democracy. This 
is when people have the substantive social freedom to make versions of 
culture.

(Martin Green, p. 1, cited in Wilson, Gross and Bull, 2017)

Since the internet is a cultural platform for crafting connectivity, creativity, 
social exchange and sense-making (Gauntlett, 2011), digital research methods 
using the internet also have the potential for citizens to be in control of exploring 
their everyday realities, triggering dreams, reflection and learning (Herodotou, 
Sharples and Scanlon, 2018). We must take extra care to create boundaries that 
value privacy yet not exclude people who would benefit from dreaming about 
and using the digital data that they have had some hand in creating.
	 Through two case studies, I have considered the cultural legacy in making 
two databases or digital spaces ‘dynamic and subjective’ (Manovich, 2001, 
p. 12). I encourage researchers working with digital methods to recognise their 
role as datamakers whose digital practices have the potential to evoke the cre-
ation of records, artifacts and collective identities (Vis, 2013). We must consider 
that different parties, ourselves included, may have different interests in making 
data visible as a means of control or for commercial exploitation (Vis, 2013).
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	 Further, the dream life of digital draws on the ideals of the Afrofuturist move-
ment (Bould, 2007), which seeks to ensure, through the power of imagination, a 
future for diasporas, by challenging history and mainstream practices that mar-
ginalise black people and instead reimagining history, science and science fiction 
to create different possibilities than those currently imagined for us by the main-
stream. Consequently, this chapter seeks to remind us to ask where the missing 
dreamers are (Southern et al., 2014). Indeed, within academia, we need to con-
sider more equitable pathways to enable all dreamers to take a seat at the table. 
Given the commodification of higher education and the severe impact that cuts 
to disabled access support will continue to have on disabled students (Anon, 
2017), to keep the dream alive, we must advocate for change (Cullinane and 
Montacute, 2017).
	 Consequently, my advice to scholars treading this winding yet impactful path 
(Banks, Herrington and Carter, 2017) is to stay patient and true. If we choose to 
persistently nurture the intersection of race, class, gender, disability and sexual-
ity as a social medium to foster diverse identities, digital or otherwise, imagine 
what futures we can create.
	 Finally, if marginalised dreams are to be realised, it is worth considering, 
given the structural inequalities inherent within academia, the value of more 
equitable governance arrangements that support counter-cultures (McQuillan, 
2014), practices of resistance (Kullenberg, 2015), becomings (Braidotti, 2002) 
and nomadism (Deleuze and Guattari, 1986; Braidotti, 2011) that place resist-
ance to established institutions and nations in order to foster the ‘myriad of ways 
that people place the power of their ideas in service to social justice’ (Hill 
Collins, 2014, p. x). Many academics, myself included, have embarked on this 
journey through social enterprise (British Council, 2016; Gabriel, 2017).
	 And, while nurturing the digital commons and the open web is key, we must 
learn more about our rights and how to protect online privacy. This will be 
important in protecting cultural and democratic rights in the digital age, includ-
ing the right to be remembered and the right to be forgotten.
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12	 Using digital stories in healthcare 
research
Ethical and practical dilemmas

Carol Haigh and Pip Hardy

The importance of storytelling as the foundation of communicating human 
experience cannot be over-estimated. McKibbon et al. (1999) note that the oral 
traditions were focused upon educating and transmitting knowledge and skills 
and also evolved into one of the earliest methods of communicating scientific 
discoveries and developments. According to Greenhalgh (2009), stories are the 
smallest units by which human beings communicate their experience and know-
ledge of the world. Although some authors use the word ‘narrative’ as a 
synonym for ‘story’, narrative can be defined as predominantly factual whereas 
stories are reflective, creative and value-laden, usually revealing something 
important about the human condition (Haigh and Hardy, 2011). The authors of 
this chapter would also like to suggest that any good story involves adversity 
and challenge, offering the protagonist the opportunity to overcome suffering 
and demonstrate courage, resilience, humour or whatever other human virtue 
leads to overcoming the challenge (Hardy, 2015; O’Connor, 1969).
	 This chapter explores the experiences of using digital stories to inform 
research data collection in the context of healthcare and healthcare education. It 
will explore issues around veracity and reliability, the concept of power and 
consent. It will further examine how these ethical issues have an added dimen-
sion within the digital storytelling format.

What is digital storytelling?
Digital storytelling, as a specific multimedia form, emerged in California in the 
early 1990s as a means of enabling ‘ordinary’ people (i.e. non-media profes-
sionals) to create short videos using industry-standard software and hardware in 
a carefully facilitated workshop environment (Lambert, 2002, 2006, 2012). The 
resulting ‘digital stories’ are short, multi-media clips consisting of a series of 
(mostly) still images and a voiceover recorded by the storyteller. Their power 
comes from the rich, multi-faceted tapestry that results when the storyteller is 
able to tell an authentic, personal story by weaving together images, music, story 
and voice. The focus, content and presentation of the stories are entirely within 
the storyteller’s control and so the stories themselves are a rich source of highly 
qualitative research data.
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	 In the early days of the digital storytelling movement, the creation of these 
stories was facilitated by people who had advanced communication and techni-
cal skills, together with the ability to help storytellers articulate the experiences 
they wanted to share and who had been trained in both the medium and the 
workshop process. A number of small-scale and medium-scale projects were 
established throughout the USA, led by people who had been trained by the 
Center for Digital Storytelling (now StoryCenter; www.storycenter.org) in 
digital storytelling facilitation skills.The BBC’s Capture Wales project was one 
of the first large-scale projects which, in turn, spawned a number of other com-
munity history projects throughout the UK. In Australia, the Museum of the 
Moving Image pioneered digital stories in the Antipodes and in 2003 the Patient 
Voices Programme was founded in the UK. It was the first project to focus spe-
cifically on digital storytelling in healthcare
	 The elements of the Patient Voices programme are:

•	 the production and distribution of the Patient Voices digital stories 
themselves;

•	 workshops that enable healthcare professionals, carers and patients to 
develop their own stories and narratives;

•	 consultancy and support on the integration and use of digital stories within 
healthcare development programmes;

•	 research into the uses and applications of digital stories in healthcare quality 
improvement and as reflective tools in healthcare education;

•	 development and identification of resources that support the use of digital 
storytelling in health and social care.

However, it must also be acknowledged that the word ‘digital’ has now become 
ubiquitous and, to some extent, redundant when describing twenty-first-century 
storytelling techniques. Thanks to the World Wide Web and the proliferation of 
social media sites such as YouTube, Facebook and Twitter, anyone who wants 
to, can, potentially, have a global canvas upon which to share their experiences 
in the form of videos, podcasts, blogs, vlogs, Facebook and Twitter posts – to 
name but a few possibilities. These artefacts are also often referred to as ‘digital 
stories’, as are talking head-type videos – and all of these can also form a rich 
source of data for researchers via cartoons, music or conventional video. Thus, it 
can be seen that digital stories come in many forms.
	 From a research perspective, the formal workshop approach is still the most 
effective way to collect data on a specific topic; indeed, it is this approach that 
combines creative writing skills, art and photo therapy in safe, small group pro-
cesses that has become known in digital storytelling circles as the ‘classical’ 
model of digital storytelling. In this chapter, we will be looking specifically at 
digital stories that are created using this approach and, in particular, stories that 
have been created as part of the Patient Voices Programme: www.patientvoices.
org.uk

http://www.storycenter.org
http://www.patientvoices.org.uk
http://www.patientvoices.org.uk
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How are digital stories created?
It is important to distinguish between digital stories (the product) and digital 
storytelling (the process). Since the early inception of the digital storytelling 
movement, approaches to the creation of such stories has developed and evolved 
partly in response to the needs and demands of particular groups and the require-
ments of particular projects. Characteristic of the classical approach to digital 
storytelling is the desire to ensure that the voice of the storyteller is not muted by 
the process. This places a focus on the development of technical skills and even 
more on communication and narrative skills. These approaches are usually 
informed by the framework developed by Joe Lambert and colleagues at Story
Center, initially entitled ‘The Seven Elements’, which later evolved into ‘The 
Seven Steps of Digital Storytelling’ (Lambert, 2010). This framework provides a 
useful guide for digital story creation (Table 12.1), in that it helps to provide a 
useful template to manage, what is potentially a complex and emotive process, 
one that is usually managed over the course of a number of days.

Digital stories in research
The digital world has made the sharing of individual stories easier and more 
immediate than at any other time in history and the growing acknowledgement 
of the importance of the voice of the individual in healthcare makes digital 
stories an ideal tool for researchers. Hitchen and Williamson (2015) have noted 
that the inclusion of participants as co-researchers provides authenticity to data, 
empowerment of participants and shared learning between healthcare academics, 
professionals and service users. This is increasingly important as we strive to 
understand the experiences of people whose reality is so different from the 
dominant one – refugees or survivors of violence, for example. Our digital world 
is already evolving into communities of auto-ethnographers and storytellers. 
Creating digital stories for research is a new way to explore this.

Using digital stories as data

It was Barney Glaser who famously stated, ‘all is data’ (Glaser and Strauss, 
1967; Glaser, 2007) and the number of free-to-access digital stories on the World 
Wide Web certainly supports that statement since its content can be described as 
multi-layered in terms of meaning, for example, the persona display on some-
thing as simple as a Twitter feed can be seen as a comment, a provocation or a 
snapshot of one element of someone’s persona; all or any of these elements 
could be seen as potential research data. These can be of particular use when 
data collection in the offline world is frustrated by protectionism from external 
but interested parties. See, for example, Case study 12.1.
	 Witham et al. (2015) have highlighted, for example, how discursive 
construction(s) of healthcare professionals, such as a paternalistic approach to 
service users or a protectionist approach to their own professional reputation can 
make it difficult to ascertain the views or experiences of certain groups.
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Table 12.1  The seven steps of digital storytelling

Step 1 Find your story This important first step helps storytellers find 
themselves within their stories. This can be a challenge 
for some storytellers, especially those who do not see 
themselves as an integral element of the story they want 
to tell.

Step 2 Own the emotion Having encouraged the storyteller to own their story as 
a personal artefact, the next step is to explore and 
understand what emotions the proposed story evokes in 
both the storyteller and the listener.

Step 3 Find the moment Often storytellers come to digital storytelling 
workshops with long and complex tales to tell. This 
step is crucial as it requires the storyteller to strip away 
the ‘packing’ and recognise the key moment they want 
to share. Identifying the issues that come alive in a 
personal and powerful way connects the audience to 
the story.

Step 4 See the story Digital stories are a rich amalgamation of visual and 
audio content. Storytellers are asked to reflect upon the 
images their story suggests to them and are encouraged 
to create a storyboard of images to accompany and 
augment their words. The complexity and 
sophistication of these images and the degree of care 
with which they are chosen can provide another layer 
of meaning to the story.

Step 5 Hear the story The essence of the story lies in the authenticity of the 
narrator. Most digital stories are told by the author. 
Choice of words and phrases should be driven by the 
usual speech patterns of the storyteller.
Music or ambient sounds, such as bird song, can be 
used to good effect to emphasise the context and 
complexity of the story itself.

Step 6 Assembling the story Once the script is completed to the satisfaction of the 
storyteller, the images selected and any music chosen, 
the story can be assembled. Digital stories run on 
average for around 2.5 minutes; therefore economy of 
content is important. The key is to provide just enough 
content to tell the story with careful attention paid to 
the relationship between the words and the images so 
that the story is told without overloading the viewer or 
disrupting the pace and progress of the story.

Step 7 Sharing the story Most digital stories are created as a way of 
communicating a personal experience and many are 
shared, often within specific communities. Generally, 
the initial screening of a story is a cause for celebration. 
However, later in this chapter we will explore some 
ethical situations in which the sharing of stories was 
compromised.

Source: Based upon Lambert (2010).



My story, my voice: digital stories research    193

	 In this instance, we used existing digital stories to provide us with informa-
tion about cancer-related experiences and vulnerable people. None of the stories 
we used had been created specifically in relation to this topic. We were able to 
do this because the Patient Voices project has a robust consent process that 
allows storytellers to consent to such use. Any research planning on using digital 
stories as post-hoc data would be well advised to check that such ethical rigour 
is in operation on the source site. However, such was the complexity of the 
stories that we found a rich source of material on our topic. Digital stories 
created as part of the Patient Voices programme are intended to reveal the person 
behind the patient (or carer) and are less focused on the specifics of a particular 
disease condition. Thus, universal themes of suffering and despair, as well as 
courage, hope and resilience are commonly found in the stories. Experiences of 
poor communication, careless care and gaps in care provision frequently also 
appear in the stories. This means that a story told by a patient with heart failure, 
for example, can highlight issues that are equally important for patients with 
cancer or rheumatoid arthritis, giving the stories’ wide applicability and utility 
(Hardy, 2007).
	 Haigh and Jones (2007) have noted that good online research will always 
have an offline component to complement it and that the themes detected in the 
digital stories correlated well with the themes obtained from face-to-face focus 
groups. It was interesting to note that the offline components of our study com-
plemented and enhanced the digital story data, allowing us to have confidence in 
our analysis.

Case study 12.1  Talking to ‘vulnerable’ people about service 
communication

The study: We wanted to ask vulnerable people accessing cancer services how they 
thought we could communicate with them more effectively. For the purposes of 
the study, ‘vulnerable’ meant people who were perceived as vulnerable prior to 
their diagnosis of cancer; those with mental health issues or learning disabilities, 
for example. We anticipated using face-to-face interviews and focus groups to 
collect our data.
	 The unanticipated problem: The healthcare provider that had commissioned the 
work had agreed to recruit patients as part of their partnership agreement within 
the study. However, they decided every patient who could potentially have been 
invited to participate was ‘too fragile’ to even be approached and informed about 
the study. This left us with no participants.
	 How digital stories helped: Using the free-to-access stories on the Patient 
Voices website (www.patientvoices.org.uk/stories.htm), we were able to gather 
sufficient related data from existing material via a kind of combined data mining 
and content analysis.

http://www.patientvoices.org.uk
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Digital stories as a research method

Compared to other, established methods, digital storytelling as a discipline is 
still relatively new, having emerged in the early 1990s, therefore, the creation of 
digital stories is focused more upon the gathering of experiences and is not a 
commonly used method of data collection. Case study 12.2 outlines how digital 
stories can be created with the express intention of answering a specific research 
question.
	 The inclusion of this particular group was also valued as it provided a voice 
from a routinely under-acknowledged group, addressing issues of both epistemic 
injustice (Fricker, 2009) and the need to leave a personal legacy. The stories we 
collected were created in response to a specific research question: what has it 
been like for you when accessing services with a life-limiting illness? This 
meant that the data we collected was far more focused and specific than some of 
the stories created with a more fluid remit.

The ethical implications of using digital stories
There is often a temptation among researchers to view the ethics of research 
activity as a kind of ‘one-size-fits-all’ solution. As research methods and tech-
niques evolve and develop, it is increasingly clear that research ethics in the 
twenty-first century need to evolve and develop with them.
	 A plethora of ethical research perspectives is available to the discerning 
researcher. These include consequentialism, which involves the careful con-
sideration of the risks and the potential benefits provided; virtue ethics, which 
emphasises the character of the moral agent, rather than rules or consequences, 
as the key element, and moral relativism, which is the idea that the authority of 
moral norms is subject to time and place. These norms indicate which actions 
and behaviours are expected, required, prohibited, permitted, and discouraged.
	 It can be argued that, despite the many reflexive ethical frameworks available 
to researchers today, the one that is still the most widely taught in western 

Case study 12.2  People with alcohol-related cancers

The study: As part of a larger study that explored the experiences of people with a 
long-term alcohol problem when transitioning across palliative and acute care ser-
vices and back again. Rather than standard approaches we decided that every 
experience would be so unique that the creation of a digital story would be the 
only way to capture the essence of the individual interactions with the different 
aspects of healthcare.
	 How digital stories helped: The story creation was useful in a number of ways. 
It allowed the storytellers the luxury of time to formulate and create their stories, 
allowing for richer data to be shared. Stories were created around the demands of 
illness-related fatigue allowing for the inclusion of a participant group who other-
wise would be excluded from the information-sharing process.
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universities and used by researchers is the principalist approach, formally articu-
lated by Beauchamp and Childress in 1979 but popular since World War II. This 
approach forms the basis of many professional codes of ethics.
	 This approach strongly emphasises the ‘rights’ of individuals which, in prac-
tical terms translates into the right of individuals to be consulted about what 
happens to them. It is argued that such approaches are supported by Beauchamp 
and Childress’ (2001) four key principles:

1	 Self-direction (Autonomy): This is seen as a norm that respects the decision-
making capabilities of individuals.

2	 Do no harm (Non-maleficence): A norm that avoids the causation of harm 
or damage.

3	 Actively do good (Beneficence): A group of norms focused upon the provi-
sion of benefit and balancing of risks and benefits.

4	 Fairness (Justice): A group of norms that focuses upon distributing benefits, 
risks and costs fairly.

It has become ‘fashionable’ to critique Beauchamp and Childress’ work, not 
least because there is no clear foundation theory underpinning their ethical prin-
ciples. Furthermore, it is not clear how these principles balance each other – are 
they all of equal importance or are there situations in which the researcher can 
down-play justice for the benefits of autonomy, for example? While one of the 
principles (beneficence) is concerned with actually doing good, yet another (non-
maleficence) is more concerned with not doing harm. However, the question that 
has to be asked is, can harm ever be totally avoided? The potential for harm in 
the testing of an experimental drug is overt and obvious, less so is the potential 
harm in the creation of a digital story, but it nonetheless exists, as we demon-
strate in Case study 12.3.
	 Despite these criticisms, it can be seen that the principalist approach encom-
passes many of the foundation characteristics of newer frameworks. For 
example, the risk/benefit outcomes of consequentialist ethics are reflected in the 
principalist notion of justice. These indicate which actions and behaviours are 
required, prohibited, permitted, and discouraged.
	 One of the weaknesses in virtually all ethical frameworks, but particularly 
with a principalist approach, as it often presents the principles in the form of a 
list, is the danger that they are seen as rules rather than principles or guidelines 
and are interpreted in a strict and linear fashion. This checklist mindset often 
leads to researchers being content with a ‘tick box’ approach to the considera-
tions of the ethical implications of their studies. The personal and flexible nature 
of digital story creation means that the ethical scrutiny must be deeper and more 
reactive than is often seen in more traditional elements of research. Our experi-
ence of applying ethic principles to the digital stories has reinforced the need to 
take a fresh look at issues such as consent, for example, as digital story method-
ology requires ethical consideration to be applied beyond the individual parti-
cipant. To illustrate this point, we present four case studies, contextualised 
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within the four principles of Beauchamp and Childress’ framework. Although 
each case study presented below can be seen in isolation against one of the four 
principles, where appropriate, we will link the key ethical issues of each study 
with some or all of the other ethical principles to demonstrate how the inter-
connected nature of this ethical approach can be operationalised.

Respect for autonomy

Beauchamp and Childress (2001) argue that every individual’s unique gifts and 
abilities must be acknowledged and that this respect for autonomy underpins and 
informs the right to dignity and humane care. Therefore, every storyteller’s 
ability to make informed decisions should be respected, within the limits of indi-
vidual capability. A well-constructed consent ‘protocol’ needs to be deliberately 
written in an accessible way (Hardy, 2015). For example, the intentions of the 
Patient Voices programme are carefully and clearly explained, and what will 
happen at every stage of the process is reiterated throughout the creation of the 
stories by encouraging the storyteller to return to the documented consent and 
reflect upon the previous.
	 Importantly, consent is considered to be a process rather than an event, allow-
ing time for reflection and review of the story that has been created. Editorial 
control rests with the storytellers and no story is ever released without a signed 
release approval form. In keeping with the iterative process of consent, the story-
teller can change or remove their story at any point in the future.
	 All of this seems self-evident. Ensuring that storytellers clearly comprehend 
the storytelling process at every stage, respecting their autonomy in the creation 
and crafting of their story are defining characteristics of ‘classical’ digital story-
telling and are also at the heart of the Patient Voices programme as they are seen 
as best practices in the wider digital storytelling community. Even at the end of 
the process, storytellers have the right to decide not to publish their stories and 
this decision is always respected.
	 However, the location of digital stories in the public domain can complicate 
matters. Case study 12.3 show an example of this complication, when obtaining 
the consent of the storyteller has to be balanced against the wider well-being of 
other people who may be, albeit unwittingly, part of the story too. From a princi-
palist position, such as is espoused by Beauchamp and Childress (2001), there is 
no dilemma here. However, Case Study 12.3 demonstrates that such a position is 
never black and white.
	 The key dilemma for the researchers at this point is: to whom do they owe an 
acknowledgement of autonomy? Is it the storyteller who created the story and 
autonomously consented to its publication on an open access website? Or is it 
the subject of the story, whose consent was not sought? It is clear that the rela-
tionship between storyteller and subject was strained at best. One could argue 
that the consent of the subject should have been sought and, indeed, the initial 
Patient Voices consent form invites storytellers to confirm that they have sought 
all relevant permissions and consents. However, the emergent nature of digital 
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storytelling is such that often the topic and focus of the product story emerge 
slowly over the period of the storytelling Indeed, even those participants who 
come with a story in mind that they wish to tell may find that the story will 
evolve into something very different from what they had originally planned 
(Tappen and Brown, 1989).
	 One can argue that this is likewise an issue for non-digital researchers, for 
what is an interview if not a story, albeit one whose structure (and sometimes 
content) are dictated by the researcher? The difference lies in two ways. First, 
in interview research, the ethical focus is often upon creation and protection of 
anonymity, with the participant’s real name only being attached to their data if 
they absolutely insist (Tetley, Grant and Davies, 2009). In digital stories, the 
converse is the case; most storytellers are keen to have their real names attached 
to their story, as an acknowledgement of their creation, in much the same way 
that an author wishes to be acknowledged for writing a book, a musician for 
composing a symphony, an artist for painting a masterpiece. Only rarely do 
participants choose to publish their stories anonymously (Livingstone, 2008) 
and these are often for reasons of safety. This may be explained by the intimate 
nature of story crafting, every word, every picture, every soundtrack is chosen 
and controlled by the storyteller. Second, the final destination of the stories is 
usually an open access website, which renders them far more likely to be found 
than if their anonymised data is buried in the depths of a research report or pub-
lished paper, providing recognition for the effort the storyteller has invested in 
their creation.
	 In this instance, the dilemma that faced us was this: did we put our respect for 
the autonomy of the storyteller above the need to avoid harm to the subject (and, 
given the litigious nature of their correspondence, to ourselves)? Reluctantly, we 

Case study 12.3  The need for consent from others involved in 
the story

A storyteller participated in a three-day workshop, preceded by a briefing session. 
He was delighted with the story he had made, which focused on child and adoles-
cent mental health services. At the end of the workshop, he signed an interim 
release form and, in due course, he signed a final release form, pleased that his 
story might be able to raise awareness and help someone else avoid some of the 
difficulties he had faced in relation to his child.
	 Some years later, an angry email from the storyteller’s former partner arrived, 
threatening to take legal action if the story was not immediately removed from the 
website. The child had come across the story by Googling the father’s name and 
had been upset by it.
	 The storyteller did not want the story to be removed. However, the partner’s 
anger, together with the implication of litigation for the storyteller and the Patient 
Voices programme, led to the decision to remove the story for the protection of all 
involved.
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adopted a utilitarian approach to the problem. Utilitarianism contains the concept 
of ‘the greatest good for the greatest number’ (Bentham, 1907) and maintains 
that, in all circumstances, we ought to produce the greatest possible balance of 
value over disvalue for all persons affected (Mill, 2010). Part of that decision 
was an attempt to address the tension between respecting the autonomy of the 
individual against the obligation to avoid harm – harm which would clearly have 
accrued to the subject of the story as well as his parents and the digital story-
telling facilitators.
	 The implication of this scenario, for a researcher wishing to gather stories that 
illustrate specific issues, is the potential (harmful) impact of the stories on the 
subject of those stories, should they discover them by accident. This is an issue 
that should be discussed at some point in the process, if at all possible.

Beneficence

There are a number of risks inherent in encouraging people to tell a personal 
story. Not only storytellers, but also people who view the stories, can find the 
experience of watching a digital story deeply emotional and, in some instances, 
disturbing. However, these risks can be weighed against the cathartic and eman-
cipatory consequences that are often reported by storytellers when describing the 
experience of creating a story (Banks-Wallace, 1998).
	 Mindful of Wordsworth’s notion of ‘emotion recollected in tranquillity’ 
(2003), when developing digital stories for research, we encourage storytellers to 
participate only after they have had a period of time to reflect on and, to some 
extent, process their experiences. Telling a story in the middle of a crisis may be 
just too difficult and too painful, and it is almost impossible to make any kind of 
sense without the perspective afforded by time. The management of potential 
stress before, during and after the storytelling experience is crucial. Although 
this may seem at odds with notions of autonomy, it introduces the concept of 
beneficence, actively seeking to promote good while respecting the ability of the 
individual to direct, and be responsible for, their own actions.
	 One of the criticisms highlighted earlier in this chapter was the temptation to 
use Beauchamp and Childress’ (2001) four ethical principles as a kind of check-
list which could lead to a dismissal of ethics as something that, once completed 
at the start of the research study, need never be referred to again throughout the 
life of the project. However, our experience with digital stories has shown us 
that, in some cases, the principles themselves stand upon shifting sands. Case 
study 12.4 demonstrates this point.
	 In this instance, the original benefit or ‘good’ within the story was the close-
ness of the family, in addition to the potential common good of the opportunity 
to illuminate the experience of living with someone who has dementia. By using 
a happy family event to illustrate how strong the family unit was, and recounting 
how this strength made caring for her husband a little less onerous, not only did 
the storyteller feel good about her family but it was also an optimistic story for 
those who watched it.
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	 As the case study shows, however, the beneficial effects of this story were 
affected by time and the ethical obligation to ensure the promotion of ‘good’ 
changed from supporting a display of family solidarity to supporting a member 
of that family (not the storyteller). Once again, the secondary autonomy of a 
peripheral subject of the story was acknowledged, as well as the promotion of 
benefit for that individual.
	 The implications for researchers in this type of scenario are difficult. For 
offline researchers, there is a standard clause in most participant information 
sheets that outlines the fate of an individual’s data, should they choose to with-
draw from the study. In these cases, it is relatively easy to withdraw raw data but 
to also make a case to retain anonymised data that has already been included in 
analysis. When using digital stories, the raw data (i.e. the story) often is part of 
the analysis, in so far as the content (the data) has already been analysed by the 
storyteller, but of course the story can also be exhibited publicly. Researchers 
who adopt a digital storytelling approach to gathering data may find themselves 
in a position where their research report will carry obsolete URLs which linked 
to a story which has had to be removed. It can be seen as good practice to have a 
strategy in mind for the management of such situations, should they arise. So, 
for example, best practice might be, in the case of removal of a story, to replace 
the story with a message stating simply that the story has been removed at the 
storyteller’s request.

Justice

Digital storytelling is part of a worldwide movement towards social justice, per-
sonal empowerment and personal and collective emancipation. According to 
both storytellers and users of stories, the potential risks of sharing personal 
stories are far outweighed by the myriad benefits to those who create them and 
those who view them (see, for example, Corry-Bass, Critchfield, and Pang, 2014; 
Hardy and Sumner, 2014; Shea, 2010). The personal cost is minuscule in com-
parison to the benefits that accrue from both the process and the products of 
digital storytelling workshops.
	 Participation in digital storytelling activities can also be argued to address 
issues of injustice, especially epistemic injustice, as articulated by Fricker 

Case study 12.4  A change in circumstances

A woman made a story about caring for her husband who had Alzheimer’s. She 
illustrated the closeness and caring nature of the wider family with images of her 
daughter’s wedding. The story offered deep insights into the challenging world of 
looking after someone with dementia.
	 A few years later, the daughter was divorced and did not want the reminder of 
the story. It was suggested that the images could be changed, but the daughter was 
adamant and the story was removed from the website.
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(2007). The concept of epistemic injustice encapsulates the notion of testimonial 
injustice. Fricker argues that this is a special kind of injustice that arises when 
the experience, views and attitudes of an individual are disregarded, usually 
because of prejudice towards a particular group (such as patients, women, people 
with a particular religious or gender bias). The use of digital stories addresses 
this kind of injustice by offering dispossessed or disenfranchised people a plat-
form upon which to share their lives, ‘where they can be heard in any lecture 
theatre or conference venue anywhere in the world’ (Hardy, 2007). Thus, the 
role that digital stories can play in promoting justice for an individual or a group 
is not insignificant as it can often be seen to provide a voice for the voiceless in 
our society. However, researchers can face a challenge when the threat to justice 
comes, not from the dominant ideological group, but from within the story-
tellers’ own circle.
	 In Case study 12.5, it is hard to see which of the four ethical principles have not 
been violated. Clearly the storyteller’s autonomy has been eroded by her daugh-
ter’s actions and the requirements to do no harm and actively promote good have 
been compromised by the threat of estrangement. However, what causes the most 
concern is the complete disregard for the principle of justice. The issue here is that 
the storyteller has worked hard to produce a resource that would be useful to 
healthcare professionals, carers and service users alike. This is a story that may 
well have eased the path of a patient (or a carer) travelling the same road, or 

Case study 12.5  Whose consent, whose approval?

A woman attended a workshop and created a story about her own experience of 
dementia, how it feels and its impact on her life. She was especially delighted with 
the story, and even sent a ‘thank you’ card for helping her to create something that 
she hoped would provide insight into the lived experience of Alzheimer’s, includ-
ing her despair at receiving the diagnosis, but also her growing ability to cope with 
her situation.
	 Although she signed a final release form at the end of the workshop, she was 
encouraged to show the story to her family before the story was released.
	 A few weeks after the workshop, she phoned to say that her daughter had 
watched the story and was horrified by its honesty. The daughter threatened not to 
speak to her mother if the story was released. She had understood that the video 
would only be used locally and would not appear on a public website ‘for any 
Tom, Dick and Harry to see’.
	 In discussion, suggestions were made about how the story could be altered and, 
if necessary, anonymised, and the release approval could be changed to cover only 
local use of the story, rather than appearing on a website, but the storyteller felt 
that she didn’t even want to re-open discussions with her daughter for fear of 
fanning the flames of anger. She was very sorry, as she had enjoyed making the 
story and wanted to help others understand what it’s like to feel your memories 
disappearing, one by one.
	 Her story will never be seen or heard now.
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sparked increased compassion in a nurse or doctor, but the patient’s voice is 
silenced, through no fault of her own. Testimonial injustice, indeed. This case 
study also highlights that researchers need to be aware that storytellers exist in a 
world that is distinct and separate from the safety and comfort of the storytelling 
environment and may have responsibilities and obligations that impact upon, but 
are separate to, the needs of the researcher. As indignant as a researcher may be at 
the perceived abdication of responsibility to the wider patient community, the 
storyteller’s semi-autonomous (informed as it was by her daughter’s actions) 
decision was that her loyalty to her family over-rode her obligations to strangers in 
a similar situation to her own. In situations like this, there is not much a researcher 
can do but concede defeat, although a compromise solution that is anonymous and 
text-based could be an option. The important thing is to ensure that the lines of 
communication between researcher and storyteller remain viable.

Non-­maleficence

Stories are phenomenally powerful (Haigh and Hardy, 2011; Hardy and Sumner, 
2014; Lambert, 2012) and, like electricity, they have the capacity to do harm as 
well as good. Whereas the principle of beneficence is often seen as a deliberate 
action to promote good, non-maleficence is often perceived as slightly more 
passive, and centres upon the need to prevent harm, even though this is not 
always the case.
	 Case study 12.6 shows how the principle of non-maleficence can take priority 
in certain situations.
	 It is clear that, of all the case studies presented thus far, this one most clearly 
demonstrates how all of the ethical principles outlined by Beauchamp and Chil-
dress (2001) inter-relate by:

Case study 12.6  Safeguarding storytellers

Several women who had taken part in a local health promotion programme all 
made stories that focused on domestic abuse. They understood the aims of the 
workshop and the intention of the Patient Voices programme and discussions in 
the workshop considered the use of imagery that would ensure the storytellers’ 
anonymity. It was essential that their identity not be revealed in the stories for fear 
of further abuse, but they wanted to describe their learning from the programme 
that they had participated in and to talk about the courage they had gained and the 
skills they had acquired to look after themselves.
	 Post-production work concentrated on finding metaphorical images (clouds, 
skies, plants, trees, etc.) to accompany their voiceovers about the details of the 
abuse they had suffered. No names were to be used in the stories; these stories 
would definitely be anonymous.
	 The draft stories were shown to the storytellers but, in each case, they decided 
that it was still too risky to release the stories. The stories have never been 
released.
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•	 emphasising the autonomy of the storytellers in the direction and content of 
their stories;

•	 promoting benefit by facilitating the telling of such personal stories within a 
supportive group environment;

•	 providing a sense of justice for the storytellers via the sharing of 
experiences.

In Case study 12.6, however, the overpowering ethical issue is the prevention of 
harm. The fear that still was felt by these abused women meant that – despite 
every care being taken to ensure the anonymity of the storytellers and the minis-
cule chance of their abusers finding the stories and then identifying the story-
tellers as their victims – the principle of non-maleficence took priority as the key 
ethical concern. We had expected the storytellers to show some sign of emo-
tional distress when sharing their experiences since there is a body of literature 
on the subject (see, for example, Campbell and Lewandowski, 1997) and as a 
result had to re-evaluate our ethical priorities in the light of the significant levels 
of fear that still affected these women. It also reinforces the need to have a back-
up; in a case like this the stories could be analysed in the same way that inter-
views or focus group data could be but further data collection using interview or 
focus groups methods would be necessary.

Conclusion
The case studies above clearly demonstrate how the digital story researcher 
needs to be constantly vigilant because the ethical situation is in a constant state 
of flux. In all cases we were fortunate that a member of our research team was 
extremely experienced in the operationalisation of practical research ethics and 
was able to address any unexpected ethical issues that might occur. We would 
certainly recommend that digital story researchers should adopt a pragmatic 
approach to the supplementary ethical issues that may arise during the creation 
of digital stories by being extra-vigilant and prepared to treat ethical review as 
an on-going activity.
	 In conclusion, the key ethical issues that arise when working with digital 
storytellers are informed by the fact that the stories can be viewed as units 
of  raw data that await analysis by the research team but also as discrete, 
auto-ethnographic, auto-analysed data packets contributed by the storytellers. 
This, along with the longevity of the data, which is stored in an easily 
accessible format in cyber-space, means that ethical considerations must 
encompass the online and the offline world. Notions of identity, control over 
the message, the management of disclosure and the potential for harm mean 
that an ethical review must be performed for every stage of the storytelling 
process.
	 The fluidity and flexible nature of stories mean that, for the digital story 
researcher, the standard, pre-project ethical review and approval are merely the 
beginning of continuous ethical review, which must be carried on throughout the 
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process. This approach requires the researcher to be ethically astute, especially 
with regard to concepts that are often underplayed in a ‘traditional’ ethical 
review, such as threats to justice.
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13	 Conclusion
(Re-)exploring the practical and ethical 
contexts of digital research

Jenna Condie and Cristina Costa

In this final chapter, we reflect on the decisions, approaches, and innovations that 
researchers have presented in this collection of digital research. In doing so, we 
aim to deconstruct some of the emerging discourses presented in the different 
chapters featured in the book, with a view to reflecting on key research practices 
as well as the ontological, epistemological and ethical questions that underpin 
such methodological decisions and developments.

Making a case for digital research and digital methods
The emergence of the web as a space of social congregation and interaction has 
meant that researchers from a wide range of disciplines have developed and are 
developing a plethora of methodological approaches. Digital research methods 
for the exploration of phenomena have grown incrementally in the past few 
decades with new innovative practices starting to emerge, as the different chap-
ters featured in this collection demonstrate. Nonetheless, given the predominance 
of digital technologies as part of everyday activities and forms of communica-
tion, the appropriation of the ‘digital’ for research purposes has, more often than 
not, been as an instrument of data collection rather than a space for the practice 
of research itself where research participants can be engaged and where their 
participation can be transformed into meaningful research narratives. This should 
not come as a surprise, given that research practices in different disciplines enjoy 
long-standing traditions that substantiate the credibility of the research 
approaches developed within a given field of inquiry. The aim of this book was 
not to question such traditions, but rather to open up new discussions regarding 
the role and potential of digital technologies not only as a research instrument, 
but also as a research environment. Both approaches are exemplified in this 
book, thus providing examples of how research in and on the ‘digital’ is being 
deployed across fields of inquiry.
	 What digital research shows us is that there are no static nor prescribed for-
mulas to researching with the web and researching digital phenomena. The 
research practices that are enabled and/or pervade the digital world are both an 
indicator and a suggestion that ways of doing research require revision to accom-
modate the principles and values associated with a growing digital culture in 
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which participation becomes a core source of information. A deep understanding 
of the ‘digital’ and the practices therein developed is a key prerequisite to ensur-
ing ethical methodological decisions and empirical practices are taken towards 
the research (and people) in question. It is crucial to bear in mind how con-
temporary technological solutions shape social practices and in turn how 
research projects recognise the interplay between technology and research, not 
only theoretically but also methodologically.
	 The chapters in this collection show how a reconceptualisation of taken-for-
granted approaches to conventional research practices is realised, required, 
implemented and can be shared among research communities. Methodological 
choices should evidence a deep understanding between the research objectives 
and the strategies employed to achieve them, including the positioning of the 
researcher and research participants, as well as the conditions under which 
research participation is included and represented across the entire research 
journey. Making a case for digital research and digital methods means reconsid-
ering research practices within the contexts of an ever-evolving digital participa-
tory culture. When it comes to digital research, what is most important is not to 
take for granted the research practices that work or that have often been 
acclaimed in non-digital environments. This requires a commitment to under-
standing digital spaces as worthy sites of research, as well as the dynamic, 
complex, powerful web of relations between technology and people.

The role of the researcher: ontological and epistemological 
positions
When researching not only about but also within the digital – a social space still 
relatively new to research and one where social interactions, practices and per-
sonal and collective (re)presentations manifest themselves often in unpredictable 
ways – it is important that researchers interrogate their research practices and the 
assumptions that underpin their approaches to conducting research. How is your 
understanding of the phenomenon under study reflected in the research instru-
ments and approaches employed? This implies a reflective knowledge of the 
different (power) dynamics that can be developed in digital spaces – as a space 
for conducting research and being researched – as well as thoughtful considera-
tions of the role of the researcher, both as a person and as a researcher generat-
ing knowledge through digital means. Relatedly, there are important ontological, 
epistemological and ethical questions that researchers need to ask themselves 
when examining the intricacies of the ‘digital’, both as a tool and – even more 
importantly – as an environment conducive of a wide variety of research 
phenomena.
	 More specifically, the researcher – as in any other type of research – needs to 
acquire a moral and ethical stance regarding the development of his/her research 
approach; one that matches his/her epistemological and ontological positions and 
which in turn justifies his/her methodological choices. In this regard, Guba and 
Lincoln (1994) are helpful in their reflections even though they were not 
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explicitly making links with digital research practices. They assert that the nature 
and essence of research paradigms are human constructions that ‘represent 
simply the most informed and sophisticated view that its proponents have been 
able to devise, given the way they have chosen to respond through the three 
defining questions’ (1994, p. 4) of research practice, i.e.:

•	 the ontological question: the essence of reality under study (how the 
researcher regards the world in which he/she attempts to develop new know-
ledge, both in its form and nature);

•	 the epistemological question: the essence of knowledge (how and where 
knowledge takes place, and what is the relationship between the knower and 
knowledge);

•	 the methodological question: the source and tool of new knowledge (the 
means through which new knowledge can be attained taking into considera-
tion the world in which knowledge is developed and apprehended).

To consider the ‘digital’– more concretely, the web and the interactive spaces 
that it enables – not only as a tool but also as a social environment ripe for inves-
tigation from different disciplinary perspectives means understanding it from a 
given ontological and epistemological standpoint. The approach taken, and the 
disciplinary influences within it, are key to illuminating and justifying methodo-
logical decisions applied to and/or through the phenomenon being studied. As 
the chapters in this collection demonstrate, these involve the considerations and 
deliberations that researchers take in understanding the topic and focus of their 
research inquiries and the implications of the digital within the contexts of their 
research. We are not necessarily proposing that the study of the ‘digital’ and/or 
use of digital tools to conduct research has to break away from established 
research paradigms, but we are suggesting that research in and on the ‘digital’ 
requires the revisiting of these research paradigms from a digital perspective. In 
this vein, the researcher has a commitment to acknowledging the digital in its 
different facets, as, for example, a communication channel, a repository of 
information and increasingly as a ‘stage’ of individual and collective participa-
tion and performativity. Such understanding leads to the positioning – and, in 
some cases, repositioning – of the researcher within the research field. It also 
implies considering the role of the researcher in relation to the research project, 
their interactions and participation with the digital environment, and other people 
implicated in the research process. The blurred boundaries of the digital world 
mean that different spaces of interaction and social action are often intertwined, 
making it harder for the researcher to identify and define what are deemed spaces 
of research and those that are not. A clear and well-defined position of the 
researcher within the field of digital inquiry is therefore crucial to allow the 
researcher to account for their subjectivities and pre-empt the issues that may 
derive from being in a digital field.
	 The field of digital research is still an emergent one, yet literature on research 
practices involving the digital remains, in its majority – with the exception of 
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some innovative examples, some of which are featured in this book – rather 
loyal to established research practices and methodological justifications that do 
not always resonate with the digital world, but which still prevail in digital 
research because of its recognised value and tradition. The application of less-
established research methods, such as those developed with the support of digital 
tools, and especially those that are digitally enacted, is a practice that is still 
under-discussed and which more often than not is unrecognised by academic 
ethics committees, given the lack of debate and awareness of digital research 
practices within mainstream research protocols. Add to this, the perception of 
risk that the digital world is often associated with – given the unpredictability, 
uncertainty and multiplicity of digital practices that pervade the online world – 
and it is easier to understand the reticence of researchers, as well as funders, of 
harnessing the potential of the web without attempting to predict the implica-
tions of more innovative practices. This often leads to less experienced research-
ers opting for more traditional methodological solutions, which although they 
may still yield relevant answers to the questions posed by their research, do not 
reflect the innovations of an emergent digital culture nor the set of practices that 
are developed therein.
	 With this book, we aimed to put together practices and reflections from 
researchers from different fields not only regarding their research findings but to 
foreground the ways in which they explored and are exploring their research 
practices, from the conceptualisation of research to the development and applica-
tion of research instruments that are entangled with their ontological, epistemo-
logical and ethical positionings as digital researchers. The result is a compilation 
of different studies featuring varied research approaches, from regarding the 
digital as a tool for research to a social environment ripe for being researched.
	 Kaye, Monk and Hamlin’s Chapter 2 takes us through their journey of con-
ceptualising an ‘app-based methodology to explore contextual effects on real-
time cognitions, affect and behaviours’. As important the development of an 
innovative research tool as App is for their study, what is crucial in their account 
is their deep understanding of the potential mobile applications for their research 
but also the implications they can generate for their research population. A clear 
ethical commitment to their research practice is explicit in this chapter, though 
their reflective accounts, which although not very different to ethical considera-
tions in research developed in traditional settings, equally raise questions that 
acquire a different dimension when addressed in the context of the digital, where 
participant-created information is often available to the common user but is not 
necessarily created and available for research purposes.
	 Barnes’ research in Chapter 3 faces similar questions of accountability of the 
researcher towards her research participants, when conducting research in an 
online environment that is not necessarily associated with research practices as 
is the case for Facebook. Barnes identifies digital research as a moveable space 
that requires constant examination. Her reflections on how much more we have 
to think about to do justice to what research participants’ social media data 
means and shows, highlight how far we still have to go with doing digital 
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research. Barnes demonstrates what a duty of care to research participants looks 
like in terms of not pushing them into an ‘empirical dead end’ and not finalising 
people and their experiences based on their digital participation and practices 
alone.
	 Another example of a researcher’s positioning can be found in Chapter 11 
where Ochu encourages researchers to think about who their research is for and 
reminds us of overlooked and unheard people or ‘missing dreamers’. By cen-
tring personal histories, Ochu’s autobiographical narrative of two digitally medi-
ated citizen science projects, highlights how who we are plays an important role 
in the research produced and its outcomes. Digital methods are only part of 
Ochu’s academic performance as her commitment to socially just research pro-
jects are enabled by the democratic, open, networked, digital, and reciprocal 
practices she advocates. Who Ochu brings to the table in terms of scholars, from 
bell hooks to Sara Ahmed, acts as useful signposting to those who want to make 
a difference and challenge the status quo. For marginalised scholars, Ochu offers 
encouragement to stick with their research goals and embrace the time it might 
take to build the kinds of trusting relationships and partnerships required to leave 
your mark on the world. She dreams of a digital commons and legacy for her 
digital research projects, and the methodological approaches that she employs 
enable the flexibility required for change, action, and unforeseen ethical issues 
that arise during the research journey. Her auto-biographical analysis provides 
us with insights into how digitally mediated citizen science projects emerge and 
their unexpected endings.

Research ethics for the digital
New ethical guidelines for digital research practices are needed, given the 
increased tendency to make use of digital technologies in research. Guidelines 
suitable for digital research are, however, often provided as an addition to estab-
lished research codes of practice and ethics, rather than embedded into existing 
research protocols or as a guide in its own right. Although one can argue that 
research ethics – independently of contexts – should adhere to a certain type of 
conduct, the ‘digital’ and its emergent participatory features demand a special-
ised understanding of the complex social world as well as the technical terrain it 
provides for research.
	 Through regulatory bodies such as research ethics committees, the develop-
ment of research governance practices in the past few decades has led research-
ers to devise a strong set of research principles and procedures regarding the 
moral and appropriate exercise of research. Practices safeguarding research 
participants’ interests and rights to be informed about the intent of the research, 
as well as their right to anonymity and wish to withdraw from the research, need 
to be guaranteed. As Davies (2017) reminds us, such approaches derive from the 
assumption that researchers are able to control and protect their research data. 
Online, however, that is not always possible. The emergence of the web – with 
its participatory features – comes to problematise such ethical requirements in 
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that the participants’ ‘data are already in the public realm, owned and managed 
by commercial organizations’, thus making it impossible to anonymise the data. 
Several chapters featured in this collection experienced exactly the lack of 
control derived from accessing participants’ accounts in the environments in 
which they were produced, i.e. in its naturally occurring setting. Take, for 
example, Kaye, Monk and Hamlin’s research (Chapter 2). They had to work 
within the space of anonymity while also needing to trace participants’ activity 
across time on externally hosted mobile platforms.
	 Digital research practices in this regard also need to consider the autonomy 
and responsivity not only of the researcher but also of the researched, and how 
researchers ensure informed consent is translated into practical solutions that 
enable the researcher and protect those who participate in the research. Dugdale 
et al. dwell on this issue in Chapter 4 and suggest that digital research needs to 
be considered more broadly but also more inclusively as part of research ethics 
discussions. There is clearly a need to revisit ethical practices within the context 
of contemporary digital technologies, the environments, practices and the expec-
tations encouraged.
	 Condie, Lean and James (Chapter 7) go further to reconceptualise and chal-
lenge the online/offline, digital/material, real/virtual binaries that often frame 
understandings of the digital world, using new materialist ideas that draw atten-
tion to the boundary-making practices of language. If the online/offline distinc-
tion is a false binary, and everything is entangled and interwoven, as people and 
researchers take technology with them wherever they go, there are many 
implications for ethical practice.
	 Another emergent issue brought out by digital research practices relates to 
questions of authenticity and reliability of the research as highlighted in Chapter 
3 by Barnes. Barnes postulates that the online world often inspires more suspi-
cion of the credibility of research practices than other socially constructed spaces 
accessed offline. Such an assumption seems to derive from traditional views of 
research that regard the online space as one that is detached from ‘real’ practices 
and experiences; an obstacle to research practices that may often be encountered 
when requesting ethical approval to conduct research in which the instruments 
of data collection are the digital social environments themselves, as is the case of 
social networks sites popular with higher education students, for example, Face-
book. Barnes overcomes this barrier of perspective by employing phenomenog-
raphy as a methodology that deals with the issue of authenticity by accepting 
participants’ accounts of their experience as veritable narratives. In this regard, 
the researcher approaches the online world as just another social space subject to 
the interpretation of the researcher. Condie, Lean and James (Chapter 7) echo 
this notion, as from their perspective, online spaces are just as materially real as 
offline spaces, given that both are entwined and always intra-acting with one 
another to produce phenomena.
	 Curiously enough, Ure’s research (Chapter 5) does not struggle with issues of 
authenticity, even though her research is also focused on the study of a given 
group of people bound by a common interest. The group and online space in 
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which interactions are established are regarded seriously. Ure’s research on the 
accounts of cancer experiences reveals a reality with increased popularity among 
different audiences regarding patient voice. As spaces of shared practice, blogs 
recounting the experiences of patients are perhaps more easily justified as a 
space of ‘truthful accounts’, because of the topical nature of its contents as well 
as the veracity of its creators. This, however, does not mean that ethical issues 
are not raised regarding how participants’ voices are accessed, captured and 
represented when participants’ accounts are not elicited but rather encountered 
as part of a research project. Ure rightly reflects on the dilemma of using the web 
– and participants’ blogs – as sites of access to participant information rather 
than spaces of engagement between the researcher and the researched. This 
raises questions not regarding the genuineness of participants’ accounts, but 
rather of the potential intrusiveness of the researcher’s practice in accessing 
information that was not produced with a research project in mind.
	 Several chapters in this book point out that there is a lack of reflection and 
debate regarding both the potential and implications that arise from such digital 
research practices. Nonetheless, the duty of care that the researcher must have 
towards the participants in their research is of great importance, thus, it is 
important to make clear the responsibilities of the researcher to obtain informed 
permission from the author to use their online contributions, or even work, as 
research evidence, wherever possible. In some cases, where the research dataset 
is too big and involves too many people, informed consent may not be practical. 
Anonymity is arguably easier to provide in such cases, particularly if data is ana-
lysed and presented quantitatively to research audiences.
	 The dilemmas of reconstructing informal accounts of experiences as research 
data, the kinds of accounts often readily available in blog platforms and special-
ised communities, can be overcome by research strategies that view the web as a 
space of engagement with and between research participants, rather than the use 
of the web as an instrument of data collection. Such approach implies an onto-
logical and epistemological shift as to how the digital world is regarded by a 
research project. Haigh and Hardy (Chapter 12) exemplify this perspective well 
by employing digital storytelling in their research. They place a stronger empha-
sis on the autonomy and authorship of research participants in that they make 
conscious decisions regarding what and how their experiences are narrated. 
Moreover, such an approach often results in a desire for disclosure of authorship, 
a release from the anonymity status that has become a standard in research 
involving human beings. This is equally a form of empowerment by and for 
research participants from the researcher. Indeed, the blogger in Ure’s research 
on discourses on cancer survivorship (Chapter 5) wanted named acknowledge-
ment for her blog’s contribution to the research. These research examples show 
the transformation that the participatory web is having on research practices. It 
also reflects that the private and public realms of human experience are indistin-
guishable. Ultimately, it also reveals that when people choose to provide their 
story, they often expect their contribution to be acknowledged. Haigh and Hardy 
call this form of participant legacy a practice of justice, as participants’ voices 
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become associated with their name. This is an important aspect to consider, but 
one which is often disregarded when researchers adhere to standard ethical pro-
cedures that reinforce long-standing power relations between researchers and 
their research populations. The relationship between the researcher and people 
who participate in research should take into account their online interactions and 
practices and the way participants envisage their contributions should be taken 
on board by research. To guarantee anonymity can no longer be regarded as a 
given of a principled and ethical research practice. To acknowledge participants’ 
contributions according to the terms in which they are understood to be provided 
is equally important. Research participants can be research partners. As the par-
ticipatory web shapes social practices so should research practices take note of 
those changes and reflect on how they affect the dynamics of the researcher-
participant relationship.
	 Significant emphasis has been placed on explicating some of the key chal-
lenges faced by researchers who are engaged in research on and in the digital 
world. The opportunities that digital research presents have also been discussed, 
such as the uncovering of new insights into social life, the carrying out of 
research with participants previously unreachable, as well as reflections on meth-
odological innovations that are only possible as well as necessary when digital 
research practices are embraced and standard ethical practices and protocols are 
challenged. We hope this edited collection will offer readers – especially 
researchers – much food for thought when they come to considering their 
research, not only in relation to the digital, but also in close connection with their 
research participants and the practices, attitudes and expectations that character-
ise their experience. This requires a constant reconsideration of the ontological, 
epistemological and ethical positions we take up in light of the emergent 
digitally-mediated advances to human practices and experiences.
	 On a final note, it is important to highlight that a number of the researchers in 
this collection would be classified as early career, ourselves included. Innova-
tions and advances in social research are often found in the early works of post-
graduate and early career researchers, as they try to make their mark on the 
world. We hope this collection inspires and encourages new researchers, as well 
as more established ones, to be inventive, critical, reflective and creative, and 
also to push the boundaries of digital research practices across fields of inquiry.
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